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Abstract. A central theme in set theory is to find universes with extreme,
well-understood behaviour. The case we are interested in is assuming GCH
and has a strong forcing axiom of higher order than usual. Instead of “for
every suitable forcing notion for λ” we shall say “for every such family of
forcing notions, depending on stationary S Ď λ, for some such stationary set
we have. . . ”. Such notions of forcing are important for Abelian group theory,
but this application is delayed for a sequel.

1. introduction

One of the original motivations for the work presented in this paper is to show
the consistency of the failure of singular compactness for properties such as being
Whitehead (ExtpG,Zq “ 0). Under V “ L, for example, singular compactness
for being Whitehead holds, but this is because V “ L implies that Whitehead
is equivalent to free [Sh:44], and singular compactness for free groups is a ZFC
theorem [Sh:52]; see [Ekl80, EFS90, Hod81, Sh:266].

Those problems are closely related to so-called uniformisation principles (see [EM02]),
and in many cases even equivalent them. The first work along this line is [Sh:64],
where it is proved that the GCH is consistent with diamond holding on some station-
ary subset of ω1, while it fails for others, indeed on the latter, some uniformisation
principle (usually derived from MA) holds. For more see [Sh:587, Sh:667].

In this paper we present an axiom which guarantees, among other consequences,
instances of uniformisation. What we term the “task axiom” for a regular cardinal λ
ensures that mutually competing principles, such as diamonds and uniformisation,
all hold on (necessarily disjoint) stationary sets.

A feature of this axiom is that it entails Π4, rather than Π2 statements: to
satisfy a “task”, we need not only a sufficiently generic filter for an appropriate
notion of forcing, but also many filters for subsequent notions of forcing which are
determined by the first filter. The two examples we present in this paper are exact
diamonds (Proposition 4.9) and uniformisation (Proposition 4.12). For example,
for the former, the first notion of forcing adds a stationary set and a diamond
sequence on that set; subsequent notions of forcing ensure that this diamond se-
quence is exact. The technical work is then to show that the set added remains
stationary after adding the subsequent generics. Interleaved, there is work done
toward satisfying other tasks. As we said, these tasks are fulfilled on disjoint sets
(modulo the nonstationary ideal), and so should not interfere with each other. The

Greenberg was partially supported by a Rutherford Discovery Fellowship and a Lady Davis
visiting professorship. Shelah’s research partially supported by the German-Israeli Foundation
for scientific research and development, grant no.: I-706054.6/2001; and by the Israel Science
Foundation, grant no.: ISF 1838/19. Paper 832 on Shelah’s list.

1



2 N. GREENBERG AND S. SHELAH

technical expression of this live-and-let-live approach is a notion of closure of a no-
tion of forcing on a given fat set, related to the notions of S-completeness defined
in [Sh:64, Sh:587, Sh:667].

1.1. The contents of the paper. Tasks (Definition 3.3) are defined in Section 3;
the task axiom (Definition 4.8) is defined in Section 4. Beforehand, we develop the
tools required to formulate tasks and to work with them. Throughout, we fix a
regular uncountable cardinal λ, and assume that the GCH holds below λ.

To start, we define two notions of completeness:
‚ explicitly S-closed notions of forcing (Definition 2.1);
‚ S-sparse names for subsets of λ (Definition 2.9).

The former attaches ordinals to conditions, and states that increasing sequences of
conditions with limit points in S have upper bounds. The latter is similar, except
that we now associate to conditions initial segments of a subset of λ in the generic
extension, and state that increasing sequences of conditions which determine a
closed set disjoint from the subset in question have upper bounds.

We then turn to develop machinery that will help us work with forcing iterations.
The general situation is a ăλ-support iteration xPζ ,Qζyζăξ, one of which we will
use to show consistency of the task axiom. In the intended application, some of
the notions of forcing Qζ add new stationary sets Wζ , on which we will want to
fulfill some “task”; that is done by some of the subsequent notions of forcing Qη
appearing (cofinally) later in the iteration. The typical task will state the existence
of a stationary set S and possibly some associated object (for example a diamond
sequence), for which some Π2pHλq fact holds (for example, the diamon sequence is
exact).

For simplicity of notation, we will set Wη “ H for the notions Qη which do not
start a new task. Thus, for many of our definitions and lemmas, we do not need
to differentiate between the two kinds of Qζ ’s. We will ensure that the sets Wζ are
pairwise disjoint (modulo clubs).

In Section 2 we show (Corollary 2.32) how to construct, for each ζ ď ξ, a sparse
Pζ-name for the least upper bound of the sets Wζ1 (for ζ 1 ă ζ), again modulo clubs.
These names, and how they cohere with each other, will be one of the main tools
we use in the analysis of tasks, ensuring that they can be adequately fulfilled.

In Section 3 we define tasks. To motivate following definitions, before we define
the task axiom, we give a prototypical example of an iteration, of length λ`, at-
tempting to fulfill tasks. We formulate the example of exact diamonds and show
that these exist in the generic extension (Proposition 3.8).

To formulate the task axiom, we need to bear in mind that some tasks may
be too ambitious; an attempt to fulfill them, along with other tasks, will result in
failure, for example, in a hoped-for stationary set not being stationary anymore.
Thus we need to define “correctness conditions” for tasks (Definition 4.5). It is only
reasonable to expect that a task be fulfilled if a typical forcing iteration preserves
this correctness condition; this is the notion of niceness for tasks (Definition 4.6),
with which we can then state the task axiom.

Unfortunately, the iteration of length λ` given in Section 3 may be too short to
expose those tasks which are not nice, i.e., to witness the failure of the correctness
condition after some iteration. The consistency of the task axiom is then proved
by a longer iteration (still of length ă λ``), with sufficient closure. At steps of
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cofinality λ`, we need auxiliary notions of forcing to ensure that the sequence of
sets Wζ have upper bounds; we develop this machinery (Proposition 4.3) in the
beginning of Section 4.

Finally, as a second example, we show that the task axiom implies instances of
uniformisation (Proposition 4.12).

We remark that the construction can be modified to ensure the preservation of
suitable large cardinals; we do not pursue this in this paper.

1.2. Notation and terminology. We list some of the notation that we use. We
follow the Israeli convention for extension in notions of forcing; p ď q means that q
extends p. Complete embeddings P Ì Q of forcing notions will always be accom-
panied with a restriction function p ÞÑ p æ P from Q to P. For typographical
convenience, for a notion of forcing P and a definable set or class X, we let XpPq
denote the interpretation of X in the Boolean valued model V P. So for example
V pPq “ V P, PpλqpPq “ pPpλqqV P is the collection of names a P V P such that
,P a Ď λ, etc. When we say that a statement ϕ holds in V pPq, we mean that every
condition forces ϕ.

For a binary string σ (a function from an ordinal into 2), we let |σ| “ dom σ
denote the length of σ. We will at times be imprecise and identify sets with char-
acteristic functions; that is, we identify σ : α Ñ 2 with tβ ă α : σpβq “ 1u, when
there is no danger that we forget α “ |σ|. we write σ ď τ to indicate that τ
extends σ, that is, σ “ τ æ|σ|.

Cofpθq denotes the class of ordinals of cofinality θ; similarly we use Cofpď θq
etc. For a cardinal λ, we let Cofλpθq denote λX Cofpθq.

We let Hχ denote the collection of sets whose transitive closure has size ă χ.

1.3. The underlying hypothesis. Throughout this paper, λ denotes a regular
uncountable cardinal, and we assume that the GCH holds below λ.

1.4. Approachable ordinals. In this section we isolate a tool that will allow us
to make use of closure conditions on fat sets. The technique we use was introduced
in [Sh:108], where it is used to show that there are many “approachable” ordinals
below λ (so a large subset of a given fat subset of λ will be in Ǐrλs). Recall that a
subset S of λ is fat iff for every regular θ ă λ, for every club C of λ, SXC contains
a closed subset of order-type θ` 1. If S is fat then for all regular θ ă λ, SXCofpθq
is stationary in λ.

For the following lemma, recall that a λ-filtration of the universe is an increasing
and continuous sequence N̄ “ xNγyγăλ such that for some large χ, for all γ ă λ,

(i) Nγ is an elementary submodel of Hχ;
(ii) |Nγ | ă λ;
(iii) γ Ď Nγ ; and
(iv) N̄ æpγ ` 1q P Nγ`1.

Lemma 1.1. Suppose that S Ď λ is fat. For every regular cardinal θ ă λ and
every set X with |X| ă λ there is a λ-filtration N̄ such that X Ď N0, and a set
D Ă λ such that:

(i) otppDq “ θ ` 1;
(ii) The closure D of D is a subset of S;
(iii) For all γ P D, Nγ X λ “ γ;
(iv) For all γ P D other than maxD, D X γ P Nγ`1.
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Note that the set X needn’t be a subset of λ; we will have X P Hχ for some
large χ, of which the Nγ would be elementary submodels.

Proof. There are two cases. The easier one is when λ is not the successor of a
singular cardinal, that is, that it is either the successor of a regular cardinal, or
inaccessible. In that case we can build the filtration xNγy inductively, requiring
that for all γ ă λ, rγsăθ Ă Nγ`1. This we can do because |γ|ăθ ă λ, as in either
case there is a regular cardinal κ ă λ such that |γ|, θ ď κ, and for all regular κ ă λ,
κăκ “ κ. We then let E “ tγ ă λ : Nγ X λ “ γu; this is a club of λ, so S X E
contains a closed subset D of order-type θ ` 1. If γ P D and γ ‰ maxD then
|D X γ| ă θ, so is an element of Nγ`1.

We now suppose that λ “ µ` where µ is singular; let κ “ cfpµq. In this case we
may have |γ|ăθ “ λ, so we need a finer approach. We know that θ ă µ.

Let xµξyξăκ be a sequence of cardinals increasing to µ. For all α P rµ, λq fix a
partition tAαξ : ξ ă κu of α such that |Aαξ | “ µξ. We build xNγyγăλ such that
|Nγ | “ µ and ensure that all bounded subsets of µ are in N0. We also put the map
pα, ξq ÞÑ Aαξ into N0. We define E as above.

We may assume that θ ą κ. By the GCH below λ, we know that p2θq` ă λ,
and so we can find a closed set D˚ Ă S X E of size p2θq`. By the Erdös-Rado
theorem we can find D Ă D˚ of order-type θ ` 1 (in fact of size θ`) such that for
all γ ă δ from D, γ P Aδξ˚ for some fixed ξ˚ ă κ. The set D may not be closed but
its closure is a subset of D˚, and so of S X E. For all γ P D, D X γ Ď Aγξ˚ . Since
Aγξ˚ P Nγ`1, and this set is bijective with µξ˚ , every subset of Aγξ˚ is in Nγ`1. So
D X γ P Nγ`1. �

2. Closed notions of forcing and sparse names

2.1. Explicit S-closure.

Definition 2.1. Let S Ď λ. A notion of forcing P is explicitly S-closed if there is
a function δ : PÑ λ satisfying:

(i) p ď q implies δppq ď δpqq;
(ii) For every γ ă λ, the collection of conditions p with δppq ě γ is dense in P;
(iii) whenever p̄ “ xpiyiăi˚ is an increasing sequence of conditions from P, with

i ă j ă i˚ implying δppiq ă δppjq, and α “ supiăi˚ δppiq P S, then p̄ has
an upper bound p˚ in P with δpp˚q “ α.

We call such an upper bound p˚ an exact upper bound of p̄.

Lemma 2.2. If S and S1 are equivalent modulo the club filter, then a notion of
forcing P is explicitly S-closed if and only if it is explicitly S1-closed. �

Proof. If P is explicitly S-closed, witnessed by δ, and C is a club, then by replac-
ing δppq by suppC X δppqq, we may assume that δ takes values in C. �

Proposition 2.3. Suppose that S Ď λ is fat, and that P is explicitly S-closed.
Then P is ăλ-distributive, and S is fat in V pPq.

Proof. Let θ ă λ be a regular cardinal, and let tUi : i ă θu be a family of dense
open subsets of P; let p0 P P. Let N̄ “ xNγyγăλ and D be given by Lemma 1.1,
with P, p0, xUiy P N0.
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We enumerate D as xγiyiďθ and define an increasing sequence p̄ “ xpiyiďθ (start-
ing from p0) of conditions from P. We fix a well-ordering ď˚P of P which is an
element of N0, and define the sequence of conditions as follows:

(a) Given pi for i ă θ, pi`1 is the ď˚P -least p P P extending pi such that
δppq ě γi and p P Ui.

(b) For limit i ď θ, pi is the ď˚P -least upper bound of p̄æ i.
Of course we need to argue that this construction is possible, which means show-

ing that at a limit step i ď θ, p̄ æ i has an upper bound. First we observe that if
the construction has been performed up to and including step i ` 1, then the se-
quence xpjyjďi`1 is definable from P, p0, xUiy,ď

˚
P and the sequence xγjyjďi. These

parameters are all in Nγi`1, so pi`1 P Nγi`1. It follows that δppi`1q ă γi`1.
Suppose now that i ď θ is a limit ordinal and that the sequence xpjyjăi has

been successfully defined. Then as γj ď δppj`1q ă γj`1 for all j ă i, we have
supjăi δppjq “ supjăi γj is a limit point of D, and hence is in S; so the closure
assumption says that p̄ æ i has an upper bound in P, whence pi is defined and the
construction can proceed. Then pθ is an extension of p0 in

Ş

i Ui.
To show that S is fat in V pPq, again let θ ă λ be regular, and let C P V pPq be

a club of λ. We perform a similar construction, this time with pi`1 forcing some
βi ą γi into C. As pi`1 P Nγi`1, we have βi ă γi`1. The final condition forces
that the limit points of D are all in C, and so form a closed set of order-type θ` 1
in S X C. �

Note that if S1 Ď S then P is also explicitly S1-closed, and so if S1 is fat, then it
is fat in V pPq. The argument for the case θ “ ω shows that if S1 Ď S X Cofpℵ0q is
stationary, then it remains stationary in V pPq.

We introduce terminology:

Definition 2.4. We say that P is explicitly closed outside S if it is explicitly pλzSq-
closed.

Strategic closure. We remark that we can generalise Definition 2.1:

Definition 2.5. Let S Ď λ. A notion of forcing P is strategically S-closed if the
“completeness” player has a winning strategy in the following game, of length ď λ:
the players alternate choosing conditions forming an increasing sequence xpiy from P
(the incompleteness player chooses first; the completeness player chooses at limit
steps), and also choosing ordinals below λ which form an increasing and continuous
sequence xεiy (so at limit steps there is no choice of ordinal).

‚ The incompleteness player loses at a limit stage i if εi R S;
‚ The completeness player loses at a limit stage i if εi P S and xpjyjăi does

not have an upper bound in P.
If the play lasts λ moves then the completeness player wins.

Note that if S “ λ then there is no need to choose ordinals; it is then the usual
notion of λ-strategic closure. Also note that if S and S1 are equivalent modulo the
club filter, then P is strategically S-closed if and only if it is strategically S1-closed.

Lemma 2.6. If P is explicitly S-closed then it is strategically S-closed. �

Proposition 2.3 holds with the weaker hypothesis that P is strategically S-closed.
The proof is modified so that the sequence p̄ is part of a play pp̄, ε̄q in which the
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completeness player follows her winning strategy; the incompleteness player chooses
conditions in the desired dense sets, and plays the ordinal εi “ γi. The completeness
player’s response is inside Nγi`1, so the ordinal she plays is below γi`1.

Remark 2.7. If P is strategically S-closed then there is some explicitly S-closed
notion of forcing P1 and a complete projection from P1 onto P: fixing a strategy s
witnessing strategic closure of P, we let P1 consists of all plays in which the com-
pleteness player follows s and which have a last move, made by the incompleteness
player. This gives an alternative proof of Proposition 2.3 when P is strategically
S-closed.

2.2. Adding sparse sets.

Definition 2.8. Let P be a notion of forcing. An explicit P-name for a subset of λ
is a partial map σ from P to 2ăλ satisfying:

(i) If p, q P dom σ and q extends p then σpqq ě σppq;
(ii) dom σ is dense in P; in fact, for every γ ă λ, the set of conditions p P dom σ

with |σppq| ě γ is dense in P.1

That is, we insist that all bounded initial segments of the set named are de-
termined in V . To avoid confusion, we denote by Wσ the actual P-name of the
resulting subset of λ: pp, αq PWσ if α ă |σppq| and σppqpαq “ 1. In other words, if
G Ă P is generic, then

WσrGs “ tα ă λ : pDp P GX dom σq σppqpαq “ 1u .

Of course, if P is ăλ-distributive then every subset of λ in V pPq has an explicit
name. We remark that it is not difficult to extend σ to be defined on all of P, but
we will naturally work with dense subsets of orderings in a way that makes this
formulation more convenient.

Suppose that σ is an explicit P-name for a subset of λ. For an increasing sequence
p̄ “ xpiyiăi˚ of conditions from dom σ (where i˚ ă λ), we let

σpp̄q “
ď

iăi˚

σppiq.

An exact sparse upper bound (with respect to σ) for a sequence p̄ is an upper
bound p of p̄ in dom σ such that σppq “ σpp̄q̂ 0.

Definition 2.9. Let σ be an explicit P-name for a subset of λ.
(a) A choice of sparse upper bounds is a partial function f , defined on a col-

lection of increasing sequences of condtions from dom σ, such that for each
p̄ P dom f , fpp̄q is an exact sparse upper bound of p̄.

(b) Two increasing sequences p̄ “ xpiyiăi˚ and q̄ “ xqjyjăj˚ are co-final if for
all i there is a j such that pi ď qj and vice-versa. We say that f is canonical
if whenever p̄ and q̄ are co-final and fpp̄q is defined, then fpq̄q is defined as
well, and fpq̄q “ fpp̄q.

(c) We say that an increasing sequence p̄ “ xpiyiăi˚ is a sparse sequence (for
σ and f) if for all i ă j ă i˚, |σppiq| ă |σppjq|, and for all limit i ă i˚,
pi “ fpp̄æ iq.

1Recall that |τ | “ dom τ is the length of the string τ .
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A sparse sequence p̄ “ xpiyiďi˚ determines a closed set disjoint from Wσ, namely
the set

t|σpp̄æjq| : j ď i˚ limitu ;
this is a set in V , and pi˚ forces that this set is disjoint from Wσ (which note is not
in V ).

Definition 2.10. Let S Ď λ. An S-sparse P-name (for a subset of λ) is a pair
pσ, fq consisting of an explicit P-name σ for a subset of λ, and a choice f of sparse
upper bounds for σ, satisfying:

‚ For any sparse sequence p̄ for σ and f (of limit length), if |σpp̄q| P S, then
fpp̄q is defined.

Notation 2.11. If pσ, fq is a sparse name then we usually denote f by cbσ (standing
for “canonical bound”). We use σ to also denote the pair pσ, cbσq.

Remark 2.12. Suppose that σ is S-sparse. Any increasing ω-sequence xpny of con-
ditions from dom σ (with σppnq strictly increasing) is, vacuously, sparse for σ, and
so if |σpp̄q| P S then cbσpp̄q is defined.

Lemma 2.13. If there is an S-sparse P-name then P is strategically S-closed.

Proof. A winning strategy for the completeness player ensures that at limit steps,
we use the canonical choice of a sparse upper bound, thus ensuring that the sequence
of conditions played by the completeness player is sparse. The ordinal played at
successor step i is |σppiq|. �

Lemma 2.14. If σ is an S-sparse P-name, and S1 is equivalent to S modulo the
club filter on λ, then there is an S1-sparse P-name σ1 such that in V pPq, Wσ “Wσ1 .2

Proof. We extend the argument of Lemma 2.2. Suppose that S XC “ S1XC for a
club C. Determine that dom σ1 “ dom σ. For p P dom σ, let α “ suppC X |σppq|q.
If α “ |σppq| then let σ1ppq “ σppq. Otherwise let σ1ppq “ σppq æ pα` 1q. Suppose
that p̄ “ xpiyiăi˚ is an increasing sequence of conditions with i ă j ă i˚ implying
|σ1ppiq| ă |σ

1ppjq|. So C X r|σ1ppiq| , |σ
1ppjq|q ‰ H. It follows that if i˚ is a limit

then σpp̄q “ σ1pp̄q. We therefore use the same choice of canonical sparse upper
bounds; if p̄ is a sparse sequence for σ1, then it is a sparse sequence for σ. �

Proposition 2.15. Suppose that S Ď λ is fat, and that σ is an S-sparse P-name.
Then P is ăλ-distributive, and SzWσ is fat in V pPq.

And as above, the proof also shows that for all stationary S1 Ď S X Cofpℵ0q,
S1zWσ is stationary in V pPq.

Proof. By Lemma 2.13, we know that P is ăλ-distributive.
To see that SzWσ is fat, we mimic the proof of Proposition 2.3, ensuring that

the sequence of conditions p̄ is sparse, with |σppi`1q| ą γi. At limit steps we take
the canonical sparse upper bound. Again pi`1 P Nγi`1 forces some βi ą γi into the
club C. The limit points of D are disjoint from Wσ. �

Lemma 2.16. Suppose that P is explicitly S-closed. Then there is an S-sparse
P-name for the empty set.

2Recall that this means that every condition forces that Wσ “Wσ1 .
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Proof. Let δ : P Ñ λ show that P is explicitly S-closed. For p P P we let σppq “
0δppq`1, that is, a string of zeros of length δppq` 1. By well-ordering all (co-finality
equivalence classes of) increasing sequences of conditions, we can make a choice of
canonical exact upper bounds. �

2.3. Sparseness and iterations: the successor case.

Definition 2.17. Suppose that P Ì R, S Ď λ, that ρ is an S-sparse P-name and
that τ is an S-sparse R-name. We say that τ coheres with ρ (and write ρ Ì τ) if:

(i) If p P dom τ then pæP P dom ρ and |ρppæPq| “ |τppq|;3
(ii) For an increasing sequence p̄ from dom τ , if cbτ pp̄q is defined, then cbρpp̄æPq

is defined and equals cbτ pp̄qæP.

Note that if ρ Ì τ and p̄ is a sparse sequence for τ , then p̄æP is a sparse sequence
for ρ.

Definition 2.18. Let S Ď λ. Suppose that P is ăλ-distributive; suppose that ρ
is an S-sparse P-name; suppose that in V pPq, Q is a notion of forcing and σ is an
SzWρ-sparse Q-name. We define τ “ ρ_ σ as follows:

‚ dom τ Ď P˚Q is the collection of pp, qq P P˚Q such that p P dom ρ, and,
letting α “ |ρppq|, there is some string π P 2ăλ (in V ) of length α such that
p ,P q P dom σ & σpqq “ π.

‚ For pp, qq P dom τ we define τpp, qq to be the characteristic function of the
union of ρppq and σpqq. That is, if p , σpqq “ π (where |π| “ α “ |ρppq|)
then we declare that |τpp, qq| “ α, and for all β ă α, τpp, qqpβq “ 1 if and
only if ρppqpβq “ 1 or πpβq “ 1.

‚ If pp̄, q̄q is an increasing sequence of conditions from dom τ , then we define
cbτ pp̄, q̄q “ pcbρpp̄q, cbσpq̄qq. That is, cbτ pp̄, q̄q is defined to be pp˚, q˚q if
p˚ “ cbρpp̄q is defined, and p˚ forces that q˚ “ cbσpq̄q.4

Lemma 2.19. Suppose that the hypotheses of Definition 2.18 hold: that S Ď λ, P
is ăλ-distributive, ρ is an S-sparse P-name, and in V pPq, Q is a notion of forcing and
that σ is an SzWρ-sparse Q-name. Suppose further that S XCofpℵ0q is stationary.
Then:

‚ ρ_ σ is an S-sparse P˚Q-name;
‚ ρ Ì ρ_ σ; and
‚ in V pP˚Qq, Wρ_σ “Wρ YWσ.

Proof. Let τ “ ρ_ σ.
Let us first show that dom τ is dense in P˚Q. Given pp0, q0q P P˚Q, since

S X Cofpℵ0q is stationary, we find an increasing sequence of ordinals xγny and a
λ-filtration N̄ such that Nγn X λ “ γn for all n, P,Q, ρ, σ, p0, q0 P N0, and γω “
supn γn P S. We then define an increasing sequence of conditions xpn, qny P P˚Q
such that ppn, qnq P Nγn , pn P dom ρ, |ρppnq| ě γn´1, and pn forces that qn P dom σ
and σpqnq “ πn for some string πn P V with γn´1 ď |πn|. Here we use that P does
not add sequences of ordinals of length ăλ. Of course, since ppn, qnq P Nγn , we
have |ρppnq| , |πn| ă γn.

3Note that we do not require that ρppæPq “ τppq.
4The condition cbτ pp̄, q̄q is unique once we identify conditions pp, qq and pp, q1q such that

p , q “ q1.
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Let πω “
Ť

n πn. Since γω P S, pω “ cbρpxpnyq is defined; and pω forces that xqny
is increasing in Q and that σpq̄q “ πω and so has length γω. Also, as ρppωqpγωq “ 0,
pω forces that γω R Wρ; so pω forces that qω “ cbσpq̄q is defined. Note that
pω ,P σpqωq “ πω 0̂. Then ppω, qωq P dom τ and extends pp0, q0q. It is now not
difficult to see that in V pP˚Qq, Wτ “Wρ YWσ.

Next, we observe that if defined, cbτ pp̄, q̄q is in dom τ , and τpcbτ pp̄, q̄qq “
τpp̄, q̄q̂ 0; this is because ρpcbρpp̄qq “ ρpp̄q̂ 0 and cbρpp̄q forces that σpcbσpq̄qq “
σpq̄q̂ 0. We also observe that cbτ is canonical. Finally, suppose that pp̄, q̄q is sparse
for τ , with α “ |τpp̄, q̄q| P S. Then p̄ is sparse for ρ, and |ρpp̄q| “ α; let p˚ “ cbρpp̄q.
Then, p˚ forces that q̄ is sparse for σ, and that |σpq̄q| “ α P SzWρ; so forces that
cbσpq̄q is defined, whence cbτ pp̄, q̄q is defined. It follows that τ is S-sparse, and that
ρ Ì τ . �

Lemma 2.16 yields:

Corollary 2.20. Let S Ď Cofλpℵ0q be stationary. Suppose that ρ is an S-sparse
P-name; suppose that in V pPq, Q is a notion of forcing which is explicitly SzWρ-
closed. Then there is an S-sparse P˚Q-name τ for Wρ, which coheres with ρ.

2.4. Sparseness and iterations: the limit case.

Definition 2.21. Let P̄ “ xPiy be an iteration. A coherent system of S-sparse
names for P̄ is a sequence τ̄ “ xτiy such that each τi is an S-sparse Pi-name, and
for i ă j ă

ˇ

ˇP̄
ˇ

ˇ, τi Ì τj .

Definition 2.22. Let S Ď λ. Suppose that θ ă λ is regular, that P̄ “ xPiyiďθ
is an iteration with full support (a directed system with inverse limits), and that
τ̄ “ xτiyiăθ is a coherent system of S-sparse names for P̄ æ θ. We define τθ “

Ž

τ̄
as follows. First,

‚ p P dom τθ if for all i ă θ, pæ i P dom τi.
Suppose that p P dom τθ. For i ă j ă θ, because τi Ì τj , we have |τippæ iq| “
|τjppæjq|.

‚ For p P dom τθ, we let τθppq be the characteristic function of the union
of τipp æ iq. That is, if α “ |τippæ iq| for all i ă θ, then we declare that
|τθppq| “ α, and for β ă α, τθppqpβq “ 1 if and only if there is some i ă θ
such that τippæ iqpβq “ 1.

‚ For an increasing sequence of conditions p̄ from dom τθ, we let q “ cbτθ pp̄q
if for all i ă θ, qæ i “ cbτipp̄æ iq.

Lemma 2.23. Suppose that the hypotheses of Definition 2.22 hold: S Ď λ; θ ă λ is
regular; P̄ “ xPiyiďθ is an iteration with full support, and τ̄ “ xτiyiăθ is a coherent
system of S-sparse names for P̄æθ. Suppose further that S is fat.

Then:
‚ τθ “

Ž

τ̄ is an S-sparse Pθ-name;
‚ for all i ă θ, τi Ì τθ; and
‚ in V pPθq, Wτθ “

Ť

iăθWτi .

Proof. We show that dom τθ is dense in Pθ. Let r P Pθ. Obtain a λ-filtration N̄
and a set D “ tγi : i ď θu given by Lemma 1.1, with S, r, P̄, τ̄ P N0 (and θ Ă N0).
We build a sequence p̄ “ xpiyiďθ of conditions with the following properties:

(i) pi P Pi;
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(ii) pi extends ræ i;
(iii) If i is a successor then pi P dom τi and |τippiq| ą γi´1;
(iv) for all k ă i, xpj ækyjPpk,iq is a sparse sequence for τk.

Note that (iv) implies that for all j ă i ă θ, pi æ j P dom τj . We do not however
assume that for limit i, pi P dom τi.

We start with p0 being the empty condition. Given pi we find an extension pi`1 P
dom τi`1 which also extends r æpi` 1q. By extending, we can make |τi`1ppi`1q| ě
γi.

Now suppose that i ď θ is a limit ordinal. As we argued in the proof of Proposi-
tion 2.3, for all j ă i, pj`1 P Nγj`1, and so |τj`1ppj`1q| ă γj`1. Let αi “ supjăi γj ;
so αi P S (recall that the sequence xγiy need not be continuous). Now (iv) above
holds for i by induction; for all k ă i, |τkpxpj ækyjPpk,iqq| “ αi. It follows that for
all k ă i, qk “ qik “ cbτkpxpj ækyjPpk,iqq is defined. Further, if k ă k1 ă i then as
cbτk is canonical, qk “ cbτkpxpj ækyjPpk1,iqq. By coherence, qk “ qk1 æk. Since Pi is
the inverse limit of P̄æ i, we let pi P Pi be the inverse limit of the sequence xqkykăi,
that is, for all k ă i, qk “ pi æk. Note that (iv) now holds for i` 1. Also note that
for all k ă i, qk extends pk which extends r æk; it follows that pi extends r æ i. At
step θ we get pθ P dom τθ and extending r.

If p, q P dom τθ and q extends p, then for all i ă θ, τipp æ iq ď τipq æ iq, so
τθppq ď τθpqq. In V pPθq, Wτθ “

Ť

iWτi .
Let p̄ be an increasing sequence from dom τθ, and suppose that p˚ “ cbτθ pp̄q is

defined. By definition, p˚ P dom τθ. Let α “ |τθpp̄q|. For all i ă θ, |τipp̄æ iq| “ α
and τipp

˚ æ iqpαq “ 0, so by our definition, τθpp˚q “ τθpp̄q̂ 0. It is also easy to see
that cbθ is canonical.

Suppose that p̄ is a sparse sequence for τθ, and that α “ |τθpp̄q| P S. For all
i ă θ, p̄ æ i is sparse for τi, and so qi “ cbτipp̄ æ iq is defined; and as above, for
i ă i1 ă θ, qi “ qi1 æ i. Then the inverse limit of xqiy equals cbτθ pp̄q.

We see that τθ is S-sparse and that τi Ì τθ for all i ă θ. �

For the next definition and lemma, note that if τ is an S-sparse P-name, and
A Ď dom τ is a dense final segment of dom τ , then τ æA is also an S-sparse P-name,
and in V pPq, Wτ “WτæA.

Definition 2.24. Let S Ď λ. Suppose that P̄ “ xPiyiďλ is an iteration with inverse
limits below λ and a direct limit at λ; suppose that τ̄ “ xτiyiăλ is a coherent system
of S-sparse names for P̄æλ. We define τλ “

Ž

τ̄ as follows. First,
‚ we let dom τλ be the collection of p P Pλ such that for some limit α ă λ,
p P Pα, and for all β ă α, pæβ P dom τβ and |τβppæβq| “ α` 1.

For all p P dom τλ there is a unique α witnessing this fact; α is determined by
|τγppæγq| for any γ ă α.

‚ For p P dom τλ, witnessed by α, we declare that |τλppq| “ α ` 1 and that
for β ď α, τλppqpβq “ 1 if and only if τγppæγqpβq “ 1 for some γ ă β. That
is, τλppq “ ∇γăατγppæγq.

‚ Suppose that p̄ is an increasing sequence from dom τλ. Let α “ |τλpp̄q|. We
let cbτλpp̄q “ p˚ if p˚ P Pα and for all β ă α, p˚ æβ is cbτβ of a tail of p̄æβ.
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Lemma 2.25. Suppose that the hypotheses of Definition 2.24 hold: S Ď λ; P̄ “
xPiyiďλ is a ăλ-support iteration; τ̄ is a coherent system of S-sparse names for
P̄æλ. Suppose further that S X Cofpℵ0q is stationary in λ.

Then:
‚ τλ “

Ž

τ̄ is an S-sparse Pλ-name;
‚ In V pPλq, Wτλ “ ∇iăλWτi ; and

letting
Cα “ tp P dom τλ : |τλppq| ą α` 1u ,

‚ for all α ă λ, τα Ì τλ æCα.

Note that indeed each Cα is a dense final segment of dom τλ.

Proof. We show that dom τλ is dense in Pλ. Let p0 P Pλ. Obtain an increasing
sequence xγny with γω “ supn γn P S, and models Nγn with Nγn X λ “ γn, and all
relevant information, including p0, is in Nγ0 . We then define an increasing sequence
xpny with pn P Nγn and for some αn P rγn´1, γnq, pn P dom ταn , and |ταnppnq| ě αn.
As usual, |ταnppnq| ă γn. Now for all β ă γω, for all but finitely many n (say for all
n ě nβ), pn æβ P dom τβ ; since |τβpxpn æβyněnβ q| “ γω P S, qβ “ cbτβ xpn æβyněnβ
is defined. As above, this value does not change if we take a tail of the sequence,
so for β ă α ă γω we have qβ “ qα æβ; so the inverse limit of the sequence xqβy is
in dom τλ (note that |τβpqβq| “ γω ` 1).

Now for all α ă λ, pæα P dom τα for all p P Cα. Further, by definition of τλ, for
p P Cα we have |τλppq| “ |ταppæαq|.

Suppose that p, q P dom τλ and that q extends p; say |τλppq| “ α ` 1 and
|τλpqq| “ β ` 1. For any γ ă α, β, we have pæγ ď q æγ and so τγppæγq ď τγpq æγq;
and α` 1 “ |τγppæγq|, β ` 1 “ |τγpqæγq|. Hence α ď β.

It is then not difficult to see that τλppq ď τλpqq: to determine the value on γ ď α
we note that for all δ ă γ, τδppæδq and τδpqæδq agree on γ. It follows that τλ is an
explicit Pλ-name for ∇iăλWτi , and that each Cα is a final segment of dom τλ.

Suppose that p̄ is an increasing sequence from dom τλ, and let α “ |τλpp̄q|.
Suppose that p˚ “ cbτλpp̄q is defined. Let β ă α. Then |τβpp˚ æβq| “ α ` 1 and
τβpp

˚ æ βqpαq “ 0. by definition, p˚ P dom τλ, and τλpp
˚qpαq “ 0. Also, cbτλ is

canonical.
Suppose that p̄ “ xpiyiăi˚ is a sparse sequence for σλ. Let α “ |τλpp̄q|, and

suppose that α P S. For β ă α let ipβq be the least i such that |τλppiq| ą β ` 1.
Then xpiyiPripβq,i˚q is a sequence from Cβ , and xpi æβyiPripβq,i˚q is sparse for τβ .
As usual, since Pα is an inverse limit we get q P Pα such that for all β ă α,
qæβ “ cbτβ pxpi æβyiPripβq,i˚qq; q “ cbτλpp̄q.

This argument shows that τλ is S-sparse and that τα Ì τλ æCα for all α. �

Note that the sets Cα have a continuity property: suppose that p̄ “ xpiy is an
increasing sequence (of limit length) from dom τλ and q “ cbτλpp̄q is defined. For
α ă λ, if for all i, pi R Cα, then q R Cα. Also note that for all p P dom τλ, p P Cα
for fewer than λ many α.

2.5. Named λ-iterations.

Definition 2.26. We say that xPζyζďξ, where ξ ď λ`, is a named λ-iteration, if
there is a sequence xQζ , σζyζăξ such that:
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(i) xPζ ,Qζy is a ăλ-support iteration;
(ii) For all ζ ă ξ, Pζ is ăλ-distributive;

(iii) For all ζ ă ξ, σζ P V pPζq is an explicit Qζ-name for a subset of λ.

Note that we are not requiring that Pξ is ăλ-distributive; under further assump-
tions, this will follow, as we shall shortly see. We require that Pζ is ăλ-distributive
for ζ ă λ so that λ is regular in V pPζq, so that the notion of σζ being an explicit Qζ-
name for a subset of λ (and later, a sparseness requirement) makes sense. When ξ
is a limit ordinal, we also refer to the restriction Pæξ as a named λ-iteration.

If xPζyζďξ is a named λ-iteration, then we let, for all ζ ď ξ, ζ ă λ`, in V pPζq,
uζ P Ppλq{NSλ be the least upper bound of

tWσυ{NSλ : υ ă ζu .

Definition 2.27. Let S Ď λ. We say that a named λ-iteration xPζyζďξ is S-sparse
if for every ζ ă ξ, in V pPζq, σζ is Szuζ-sparse.5

Our aim is to show that when S is fat, if xPζy is an S-sparse iteration, then
for each ζ ď ξ, ζ ă λ` there is an S-sparse Pζ-name τζ such that (in V pPζq)
Wτζ{NSλ “ uζ . However, because we may have ξ ą λ, we will not be able to get
a coherent sequence τ̄ of names. We need a weak notion of coherence:

Definition 2.28. Suppose that P̄ “ xPζyζăξ is an iteration, and that τ̄ “ xτζyζăξ
is a sequence such that for all ζ ă ξ, τζ is an explicit Pζ-name for a subset of λ.
We say that τ̄ is weakly coherent if for υ ď ζ ă ξ there are sets Aζυ satisfying:

(a) Each Aζυ is a dense final segment of dom τζ ;
(b) For all υ ď ζ ă ξ, τυ Ì τζ æA

ζ
υ;

(c) Aζζ “ dom τζ ;
(d) For α ď β ď γ ă ξ, p P Aγα XA

γ
β implies pæβ P Aβα;

(e) For α ď β ď γ ă ξ, p P Aγβ and pæβ P Aβα implies p P Aγα;
(f) For all ζ ă ξ and every p P dom τζ , there are ăλ many υ ă ζ such that

p P Aζυ;
(g) For υ ă ζ, if p̄ “ xpiy is an increasing sequence from dom τζ , p “ cbτζ pp̄q is

defined, and for all i, pi R Aζυ, then p R Aζυ.

We will show that we can construct a weakly coherent sequence of names as
required. We will use more properties of the sequence, which we incorporate into
the following definition.

Definition 2.29. Let xPζyζăξ be an S-sparse iteration. An associated sequence is
a sequence τ̄ “ xτζyζPr1,ξq such that:

(1) Each τζ is an S-sparse Pζ-name;
(2) In V pPζq, Wτζ{NSλ “ uζ ;
(3) The sequence τ̄ is weakly coherent;
(4) For p P dom τζ , for all υ ă ζ, p P Aζυ`1 if and only if υ P suppppq, in which

case there is a string πυ P 2ăλ of length |τζppq| such that p æυ ,Pυ ppυq P
dom σζ & συpppυqq “ πυ;

We write συpppυqq for the string πυ;

5We mean that it is SzU -sparse for some U such that U{NSλ “ uζ . By Lemma 2.14, up to a
slight modification of σζ , the choice of U does not matter.
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(5) If p, q P dom τζ , q extends p, and υ P suppppq, then συpqpυqqz |τζppq| Ď
τζpqq;6

(6) If p P dom τζ , α ă |τζppq|, and for all υ P suppppq, συpppυqqpαq “ 0, then
τζppqpαq “ 0;

(7) If p̄ “ xpiy is an increasing sequence from dom τζ and p “ cbτζ pp̄q is defined,
then suppppq “

Ť

i suppppiq;
(8) If p̄ “ xpiy is an increasing sequence from dom τζ and p “ cbτζ pp̄q is defined,

then for all υ P suppppq, pæυ forces that ppυq is cbσυ of a tail of xpipυqy.
Notation 2.30. If P̄ is an S-sparse iteration, and τ̄ is an associated sequence, then
we write Wζ for Wσζ and Uζ for Wτζ .
Proposition 2.31. Let S Ď λ be fat. Suppose that xPζyζďξ is an S-sparse named
λ-iteration, with ξ ă λ`, and that τ̄ “ xτζyζPr1,ξq is an associated sequence for P̄æξ.

Then there is some τξ such that τ̄ τ̂ξ is an associated sequence for P̄.
In particular, Pξ is ăλ-distributive.

Corollary 2.32. If S is fat, ξ ď λ`, and P̄ “ xPζyζăξ is an S-sparse iteration,
then P̄ has an associated sequence τ̄ .
Proof of Proposition 2.31. The definition of τξ is of course by cases.
Case I: ξ “ 1. We let τ1 “ σ0 (recall that P1 “ Q0).
Case II: ξ “ ϑ` 1, ϑ ą 0. We apply Lemma 2.19 to P “ Pϑ, ρ “ τϑ, Q “ Qϑ,
and σ being some mild variation of σϑ which is sparsely SzUϑ-closed; and let τξ
be the τ obtained. For ζ ď ϑ, we let Aξζ “

 

p P dom τξ : p æ ϑ P Aϑζ
(

; note that
Aξϑ “ dom τξ.

For (2) of Definition 2.29, note that uξ “ uϑ _Wϑ{NSλ, and Uξ “ Uϑ YWϑ.
(3) is not difficult. For (4), note that for all p P dom τξ, ϑ P suppppq and p æ
ϑ , ppϑq “ π for some π of length |τξppq| “ |τϑppæϑq|. (5) and (6) follow from
τξpqq “ τϑppæϑq Y σϑpppϑqq. (7) follows from the fact that cbτϑpp̄æϑq “ pæϑ, and
that ϑ P supppqq for all q P dom τξ. (8) follows similarly, noting that Definition 2.18
implies that it holds for υ “ ϑ.
Case III: ξ is a limit ordinal and cfpξq ă λ. For all ζ ă ξ, Pζ is ăλ-distributive.
Then for all J Ď ζ, if |J | ă λ then

AζJ “
č

υPJ

Aζυ

is a dense final segment of dom τζ ; for all υ P J , τυ Ì τζ æA
ζ
J . Further, for J Ď ξ

with |J | ă λ, the sequence
A

τζ æA
ζ
JXζ

E

ζPJ

is coherent; this follows from condition (d) of Definition 2.28.
We fix a closed, unbounded J Ď ζ of order-type θ “ cfpζq, and apply Lemma 2.23

to the sequence xτζ æAζJXζyζPJ ; notice that for limit points δ of J , as cfpδq ă λ, Pδ
is the inverse limit of xPυyυPJXδ. We let τξ be the τ obtained. So for all δ P J ,
τδ æA

δ
JXδ Ì τξ.

6Again, recall that we identify sets and characteristic functions; so this means: for all α with
|τζppq| ď α ă |τζpqq|, if συpqpυqqpαq “ 1 then τζpqqpαq “ 1.
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For (2), we use Uξ “
Ť

δPJ Uδ, and the fact that J is cofinal in ξ. For (3), we
notice that for all γ ă ξ, for p P dom τξ, there is some δ P J , δ ě γ such that
pæ δ P Aδγ if and only if for all δ P J such that δ ě γ, pæ δ P Aδγ ; we use either (d)
or (e) of Definition 2.28; in either case we note that for all δ ă ε from J , for all
p P dom τξ, p æ ε P Aεδ. We let p P Aξγ if these equivalent conditions hold. Note
that Aξδ “ dom τξ for all δ P J . For (f), we use that τ̄ is an associated sequence,
and |J | ă λ. (5) and (6) of Definition 2.29 follow from τξpqq “

Ť

δPJ τδpp æ δq. (7)
follows from the fact that if p “ cbτξpp̄q then for all δ P J , p æ δ “ cbτδpp̄ æ δq, and
of course supppqq “

Ť

δPJ supppq æ δq for all q P Pξ. (8) follows from (7) and our
assumptions on τ̄ .

Case IV: cfpξq “ λ. The construction is similar to case (III). We fix J Ď ξ closed
and unbounded of order-type λ; let xδiyiăλ be the increasing enumeration of J . We
again have that xτδ æAδJXδyδPJ is a coherent system, with Pδ being an inverse limit
of xPυyυPJXδ for all limit points δ of J , whereas this time, Pξ is the direct limit of
xPδyδPJ . So this time we apply Lemma 2.25 to get τξ. In this case, for δ “ δi P J
we obtain the sets

Cδ “ tp P dom τξ : |τξppq| ą i` 1u
So if |τξppq| “ j ` 1 then p P Cδi ðñ i ă j, and τδ æA

δ
JXδ Ì τξ æCδ for all δ P J .

For (2), we use the fact that Uξ “ ∇Uδi so uξ “ supδPJ uδ. Toward (3), let γ ă ξ,
let p P dom τξ, and let |τξppq| “ j ` 1. If γ ă δj , then the following are equivalent:
p æ δ P Aδγ for some δ P J X rγ, δjq; and p æ δ P Aδγ for all δ P J X rγ, δjq. We let
p P Aξγ if these equivalent conditions hold. If γ ě δj then p R Aξγ . The argument is
then the same as in case (III), restricting to δ ă δj ; (f) follows from j ă λ. For (g),
letting j ` 1 “ |τξppq|, assuming that υ ă δj , we fix some δ P J X rγ, δjq; for a tail
of p̄ we have pi P Cδ; we use the fact that cbτξpp̄q does not change when restricting
to this tail.

For (4), if |τξppq| “ j ` 1 then by the construction in Lemma 2.25, p P Pδj ,
in other words suppppq Ď δj . Also p P Aξυ implies υ ă δj . For υ ă δj , we find
δ P J X pυ, δjq, and use (4) for τδ.

For (5) and (6) we use the definition of τξppq: if |τξppq| “ j`1 then τξppqpβq “ 1
if and only if τδippæδiqpβq “ 1 for some i ă β. If i ă β and for all υ P suppppæδiq,
συpppυqqpβq “ 0, then τδipp æ δiqpβq “ 0. On the other hand, suppose that q
extends p, ν P suppppq, that β P r|τξppq| , |τξpqq|q, and that συpqqpβq “ 1. Let
j ` 1 “ |τξppq|. Since υ P suppppq, υ ă δj . Choose δ P J X rυ, δjq. Then pæδ, qæδ P
dom τδ, so by assumption on τ̄ , τδpq æ δqpβq “ 1. Since β ě δj ą δ, by definition,
τξpqqpβq “ 1.

Finally, for (7), let p “ cbτξpp̄q; let j ` 1 “ |τξppq|. Then by construction,
suppppq “

Ť

δPJXδj
supppcbτδpp̄æδqq (where we actually take a tail of p̄æδ). Again

(8) follows. �

2.6. Some more on named iterations.

Lemma 2.33. Let ξ be a limit ordinal with cfpξq ě λ, suppose that xPζyζăξ is
a ăλ-support iteration, that each Pζ is ăλ-distributive, and that τ̄ is a weakly
coherent, S-sparse sequence for P̄. Then Pξ is strategically S-closed.

As discussed above, by the generalisation of Proposition 2.3 to strategic closure,
this implies that if S is fat then Pξ is ăλ-distributive.
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Proof. The strategy for the completeness player is to play sequences p̄ “ xpiy, where
pi P Pζi , with xζiy increasing and continuous, such that:

‚ If the completeness player plays pi`1, then pi`1 P
Ş

jďiA
ζi`1
ζj

; the ordinal
played is

ˇ

ˇτζi`1ppi`1q
ˇ

ˇ.
‚ For limit i, for all k ă i, pi æζk “ cbτζk pxpj æζkyjPpk,iqq. �

Lemma 2.34. Suppose that xPζyζăξ is an S-sparse iteration, and that S is fat.
For all υ ă ξ, in V pPυq, the iteration xPζ{PυyζPrυ,ξq is SzUυ-sparse (witnessed by
xQζ , σζyζPrυ,ξq).

Proof. All we need to observe is that as Pυ is ăλ-distributive, the quotient iteration
is ăλ-support. �

Lemma 2.35. Suppose that xPζyζďξ is an S-sparse iteration, that ξ ă λ`, that S
is fat, and let τ̄ be an associated sequence.

Let υ ă ξ. Suppose that κ ă λ and that tpi : i ă κu Ď Pξ is a family of
conditions such that pi æ υ “ pj æ υ for all i, j ă κ. Then there is a collection of
conditions tqi : i ă κu such that:

(i) Each qi extends pi;
(ii) For all i, qi P dom τξ, indeed qi P A

ξ
υ

(iii) For i ă j ă κ, qi æυ “ qj æυ

Note that it follows that for all i ă j ă κ, |τξpqiq| “ |τξpqjq|.

Proof. By induction on κ. First we consider κ “ k finite. We define a sequence
xrny of conditions such that xrn æυy is increasing, and as usual supn |τυprn æυq| P S.
We start with ri “ pi for i ă k; then at step n “ i mod k, we find an extension of
rn´1 æ υ _ rn´k in Aξυ. At the limit, for i ă k we let qi “ cbτξpxrkn`iynăωq. The
sequences xrkn`i æυy are co-final and so have the same canonical upper bound.

For infinite κ ă λ, let θ “ cfpκq, and let xαiyiďθ be a continuous sequence
increasing to κ. We build an array of conditions xrji yiďθ,jăαi such that:

‚ For each j ă κ, say j P rαk, αk`1q, the sequence xrji yiąk is a sparse sequence
for τξ;

‚ Each rji is in Aξυ;
‚ For j ă j1 ă αi, rji æυ “ rj

1

i æυ.
‚ For each i ă θ and j ă αi, rji extends pj .

Let si be the common value of rji æυ; it follows that xsiy is sparse for τυ. At step
k ` 1 ă θ we apply the inductive hypothesis to the collection of conditions

 

rjk : j ă αk
(

Y
 

sk _ pj : j P rαk, αk`1q
(

.

As usual everything is happening within a filtration N̄ of length θ ` 1 with limit
points in S, so at limit steps we can take canonical upper bounds. We let qj “
rjθ. �

3. Tasks and the task iteration

3.1. Tasks.

Notation 3.1. Let Fλ be the collection of ăλ-distributive notions of forcing. Each
P P Fλ preserves Hλ.
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Note that since we assume that the GCH holds below λ, we identify Ppλq with
PpHλq.

Generically uniform definitions. Let O Ď λ and let ϕ be a first-order formula. For
every A P Ppλq we define

BpAq “ BO,ϕpAq “ tx P Hλ : pHλ;O,Aq |ù ϕpxqu .

We call this a uniform definition of BpAq from A; O can be considered as an
“oracle”, but can also incorporate any parameters from Hλ if we so choose.

Further, for every P P Fλ and every A P PpλqpPq, that is, any A P V pPq such
that ,P A Ď λ, we let BpAq be P-name denoting the result of this definition in
V pPq. Thus, O and ϕ give us what we call a generically uniform definition of
subsets of Hλ.

We remark that if P Ì Q and Q P Fλ then as Hλ is the same in V pPq and
in V pQq, we can naturally consider PpλqpPq as a subset of PpλqpQq. Since ϕ is
first-order, the interpretation of BpAq in V pPq and V pQq is the same.

Limited genericity.

Definition 3.2. Suppose that P Ď Hλ is a notion of forcing and that O P Ppλq.
A filter G Ď P is O-generic if it meets every dense subset of P which is first-order
definable in the structure pHλ;P, Oq.

Note that if P is λ-strategically closed then for any O there is an O-generic G Ď P
in V .7

If σ is an explicit P-name for a subset of λ, then for any σ-generic filter G Ď P,
WσrGs is well-defined and is an element of 2λ.

Tasks.

Definition 3.3. A λ-task t consists of three generically uniform definitions Qt, σt

and St (say with oracle O “ Ot) such that for all P P Fλ and all C P PpλqpPq, in
V pPq,

(A) QtpCq is a notion of forcing, and σtpCq is a λ-sparse QtpCq-name for a
subset of C.8 We let W tpCq “WσtpCq.

(B) For any G Ď QtpCq which is pO,Cq-generic, for any P1 P Fλ with P Ì P1,
for any A P PpλqpP1q, in V pP1q, StpC,G,Aq is a notion of forcing which is
explicitly closed outside W tpCqrGs.9

Note that explicit closure or sparse closure of a notion of forcing does not depend
on the universe we work in, as it only involves sequences of length ăλ.

Example: exact diamonds.

Definition 3.4. Let µ ă λ be a cardinal (possibly finite, but ě 2), and let S Ď λ
be stationary. A µ-sequence on S is a sequence F̄ “ xFαyαPS such that for each
α P S, Fα Ď Ppαq and |Fα| “ µ.

A µ-sequence F̄ guesses a set X Ď λ if for stationarily many α P S, X Xα P Fα.
We say that F̄ is a µ-diamond sequence if it guesses every X Ď λ.

7Strategic S-closure for a fat S does not seem to suffice.
8This means that ,QtpCq WσtpCq Ď C.
9Recall that this means that it is explicitly λzW tpCqrGs-closed.
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We say that it is a µ-almost diamond sequence if it guesses all subsets of λ except
possibly for a collection of at most λ many subsets X.

We say that F̄ is a µ-exact diamond sequence if it is a µ-dimaond sequence, and
whenever we choose xα P Fα for all α P S, the sequence xFαztxαuyαPS is not a
µ-almost diamond sequence (let alone a µ-diamond sequence).

We define the µ-exact diamond task t “ t♦pµq. The forcing QtpCq adds a µ-
diamond sequence on a subset of C; the subsequent forcings St ensure that it is
exact.

(i) For C Ď λ, p P QtpCq if p “ pσppq, F̄ ppqq where:
‚ σppq P 2ăλ and σppq Ď C;10

‚ F̄ ppq “ xFαppqyαPσppq with Fαppq Ď Ppαq and |Fαppq| “ µ;
‚ extension is by extending the sequences in both coordinates.

σtpCq “ σ;
(ii) Fixing C, suppose that G Ď QtpCq is C-generic; let W “ W tpCqrGs, and

let F̄ be the generic µ-sequence of sets.
For a sequence x̄ “ xxαyαPW with xα P Fα, StpC,G, x̄q is the notion of

forcing consisting of conditions pd, yq, where
‚ d, y P 2ăλ and |d| “ |y| ` 1;
‚ d is a closed subset of |d|;
‚ for all α P dXW , y X α R Fαztxαu;
‚ extension is extension in both coordinates.

Observe that indeed σtpCq is λ-sparse: for a canonical sparse upper bound of an
increasing sequence p̄ “ xpiy we choose a condition p˚ defined by σpp˚q “ σpp̄q̂ 0,
and F̄ pp˚q “ F̄ pp̄q “

Ť

i F̄ ppiq. Of course one of the main points is that α “ |σpp̄q|
is excluded from σpp˚q, so we do not need to define Fαpp˚q. Note that in fact,
QtpCq is ăλ-closed. Also observe that StpC,G, x̄q is explicitly closed outside W , by
taking δpd, yq “ |y|.

Remark 3.5. In the example above, what is StpC,G,Aq if A is not of the form x̄
where xα P FαpCq? Note that the collection of “legal” A is Π0

1pHλ;C,Gq, so the
generic definition StpC,G,Aq can involve a check and output a trivial notion of
forcing when A does not have the right form.

3.2. The task iteration. We now define the λ-task iteration. This will be a λ-
sparse iteration xPζ ,Qζ , σζy of length λ`. We let xτζy be the associated sequence,
and as above use the abbreviations Wζ “ Wσζ and Uζ “ Wτζ . Together with
the iteration we will define bookkeeping objects I, f such that I Ď λ`, and for all
ζ ă λ`,

(i) If ζ P I, then fpζq P V pPζq is a λ-task t, and Qζ “ QtpλzUζq, σζ “ σtpλzUζq;
(ii) If ζ R I, then fpζq “ pυ,Aq where:

‚ υ ă ζ and υ P I, and
‚ A P PpλqpPζq;

and Qζ “ StpλzUυ, Gυ, Aq, where t “ fpυq and Gυ P V pPυ`1q is the generic
for Qυ “ QtpλzUυq. In this case, as Qζ is explicitly closed outside Wυ, we
let δζ witness this fact, and let σζ be the associated explicit name for the
empty set (see Lemma 2.16). Note that Wυ Ď Uζ modulo clubs, so Qζ is
explictly closed outside Uζ as required.

10As usual, identifying the characteristic function with its underlying set.
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Lemma 3.6. Pλ` is strategically λ-closed, and has the λ`-chain condition.

Proof. Strategic λ-closure follows from Lemma 2.33. For the λ`-chain condition,
note that for all ζ ă λ`, ,Pζ |Qζ | ď λ, and that the iteration is ăλ-support. �

Corollary 3.7. PpλqpPλ`q “
Ť

ζăλ` PpλqpPζq; Pλ` is ăλ-distributive; in V pPλ`q,
no cofinalities are changed and no cardinals are collapsed; if the GCH holds in V
then it also holds in V pPλ`q.

Corollary 3.7 allows us to define the bookkeeping functions so that:
‚ For every λ-task t P V pPλ`q there is some ξ P I such that fpξq “ t;
‚ For every ξ P I, for every A P PpλqpPλ`q, there are unboundedly many
ζ ą ξ such that fpζq “ pξ, Aq.

3.3. Exact diamonds in the extension.

Proposition 3.8. In V pPλ`q, for every regular θ ă λ, for every cardinal µ P r2, λq,
there is a stationary set W Ď Cofλpθq and a µ-exact diamond sequence on W .

To prove this proposition, we let t “ t♦pµ, θq be the obvious modification of the
task t♦pµq above, where the requirement σppq Ď C is replaced by σppq Ď CXCofpθq.

We fix some υ P I such that fpυq “ t. Let W “ Wυ “ W tpλzUυqrGυs and let
F̄ “ F̄ rGυs.

The easier part is to check exactness.

Lemma 3.9. In V pPλ`q, for every x̄ “ xxαyαPW for which xα P Fα for all α PW ,
there are λ`-many Y P Ppλq which are not guessed by xFαztxαuy.

Proof. Fix a set T Ă PpλqpPλ`q with |T | ď λ. Find some ζ sufficiently large so that
T P V pPζq and fpζq “ pυ, x̄q, so Qζ “ StpλzUυ, Gυ, x̄q. This notion of forcing adds
a set Y P PpλqzT and a club D witnessing that xFαztxαuy does not guess Y . �

What is trickier is showing that F̄ is a diamond sequence in V pPλ`q. Certainly it
is a diamond sequence in V pPυ`1q: But we need to show that it remains a diamond
sequence in V pPλ`q. The argument to a large degree follows the main argument
of [Sh:122].

Let Z P 2λpPλ`q, and let C Ď λ in V pPλ`q be a club; find some limit ξ P pυ, λ`q
such that C,Z P V pPξq.

For the rest of the proof, we work in V pPυq. In that universe, Uυ is co-fat, and
Pξ{Pυ is the result of the named λ-iteration pPζ{Pυ,Qζ , σζqζPrυ,ξq (Lemma 2.34).

Let

Q “

#

ζ P pυ, ξq : fpζq “ pυ, x̄q where in V pPζq, x̄ P
ź

αPW

Fα

+

.

For ζ P Q we write x̄ζ “
@

xζα
D

αPW
where fpζq “ pυ, x̄ζq, and we let pDζ , Yζq P

V pPζ`1q be the pair of club and subset of λ which are added by Qζ “ StpλzUυ, Gυ, x̄ζq.
We note:
‚ If ζ P pυ, ξqzQ, then σζ is W -sparse.

For if ζ P I then σζ is λ-sparse; if ζ R I then Qζ is explicitly closed outside Wϑ for
some ϑ ă ζ distinct from υ; and Wϑ XW “ H modulo the club filter. So Qζ is
explicitly W -closed; and σζ (a Qζ-name for the empty set) is W -sparse.
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We apply Corollary 2.32 to the iteration xPζ{PυyζPrυ,ξs, with S “ λzUυ, obtaining
an associated sequence of names xτζyζPpυ,ξs, which is sparse outside Uυ. However we
modify the construction at successor steps ζ`1 for ζ P Q to determine not only the
height δζpppζqq “ |yppζq| of a condition, but the actual values pd, yq of the condition.
So for all p P dom τξ, for all ζ P suppppqXQ, there is a pair pdpζ , y

p
ζ q P V pPυq (rather

than V pPζq) such that pæζ forces that ppζq “ pdpζ , y
p
ζ q. Note that for such p and ζ

we have |dpζ | “ |τξppq|. For brevity, let τ “ τξ.
There are two cases.
In the first case, we work above a condition p˚ P Pξ{Pυ which forces that for all

ζ P Q, Z ‰ Yζ . Because Pξ{Pυ is ăλ-distributive, every p ě p˚ in Pξ{Pυ has an
extension r P dom τ such that for some string π P 2ăλ with |π| ą |τppq|,

(i) r , π ă Z; and
(ii) for every ζ P QX suppppq, π K yrζ .

Since Uυ is co-fat, we use our usual technique to get a sparse sequence p̄ “
xpiyiăθ

11 in dom τ such that for limit i ď θ, supjăi γj R Uυ; and such that each
pi`1 separates Z from ypiζ as above, namely: for some πi of length in rγi, γi`1q, we
have pi`1 , πi ă Z, and for all ζ P Q X suppppiq, πi K y

pi`1
ζ . Naturally xπiy is

increasing. Also, we ensure that pi`1 forces that C X rγi, γi`1q is nonempty. We
may assume that υ P supppp0q.

We are after a condition q which forces that Z is guessed by F̄ at some point in C.
Informally, we define q to be a modification of the canonical sparse upper bound pθ
of p̄; the difference is in qpυq, which recall is a condition in Qυ “ QtpλzUυq. Let
α˚ “ supiăθ γi, so cfpα˚q “ θ and α˚ R Uυ. Formally, by induction on ζ P pυ, ξs,
we define q æ ζ, extending each pi æ ζ, as follows. We decalre that supppqq “
Ť

iăθ suppppiq. For ζ P supppqq XQ, let y˚ζ “
Ť

iăθ y
pi
ζ and d˚ζ “

Ť

iăθ d
pi
ζ . Also let

π˚ “
Ť

iăθ πi.
(1) First we define qpυq by letting σpqpυqq “

Ť

iăθ σppipυqq̂ 1 and F̄ pqpυqq “
Ť

iăθ F̄ ppipυqq̂ Fα˚ , where π˚ P Fα˚ but for all ζ P supppqq XQ, y˚ζ R Fα˚ .
Note that this is a legitimate condition because α˚ P CofλpθqzUυ.

Let ζ ą υ be in supppqq, and suppose that q æ rυ, ζq has already been defined, and
that for all i ă θ, qærυ, ζq extends pi ærυ, ζq.

(2) Suppose that ζ R Q. Since q æ rυ, ζq extends each pi æ rυ, ζq, it forces that
a tail of xpipζqy is a sparse sequence for σζ (we use (8) of Definition 2.29).
Also, q æ rυ, ζq forces that α˚ P W , so forces that xpipζqy has an upper
bound, which we set to be qpζq.

(3) Suppose that ζ P Q. We declare that qpζq “ pd˚ζ 1̂, y˚ζ q. This is a legitimate
condition because α˚ PW and y˚ζ R Fα˚ .

The condition q forces that π˚ “ Z X α˚, α˚ P C XW and π˚ P Fα˚ , finishing
the proof in this case.

In the second case, we work above a condition p˚ which forces that Z “ Y% for
some % P Q. (Note that we still have to work in V pPξq rather than V pP%q, as C P
V pPξq may not be in V pP%q.) We may assume that p˚ P dom τ and % P supppp˚q.
Let α “ |τpp˚q| ` µ, where recall µ is the size of each Fβ . Let p˚p%q “ pd˚, y˚q.
Find strings yi, for i ă µ, of length α, each extending y˚, which are pairwise

11Recall that θ is the cofinality on which W concentrates.
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incomparable; let pi agree with p˚ except that pip%q “ pd, yiq, where |d| “ α` 1 is
an extension of d˚ by a string of zeros.

Using Lemma 2.35, we follow our usual construction, this time constructing an
array

@

pij
D

iăµ,jăθ
such that:

(i) For each i ă µ,
@

pij
D

jďθ
is a sparse sequence for τ ;

(ii) For each i ă i1 ď θ, pij æ% “ pi
1

j æ%, call the common value rj ;
(iii) pi0 “ pi;
(iv) For each i ă µ and j ă θ, pij P Aξ%;

(v) For each i, i1 ă µ, j ă θ, and ζ P QX suppppijq other than %, yp
i
j`1
ζ K y

pi
1

j`1
% .

At step θ, instead of taking the sparse upper bound, we inductively define a
condtion q P dom τ% by induction as above. For i ă µ let yi% “

Ť

jăθ y
pij
% . Let

α˚ “ |τ%pr̄q|, which has cofinality θ and is out of Uυ. We start with setting qpυq
so that α˚ P συpqpυqq and Fα˚ , according to qpυq, is

 

yi% : i ă µ
(

. We then define
qpζq for ζ P supppqq “

Ť

j suppprjq as above, noting that for all ζ P Q X supppqq,
for all i ă µ, yi% ‰ yqζ , where of course yqζ “

Ť

jăθ y
rj
ζ .

Now, we extend q to a condition q1 P dom τ% such that for some π of length α˚,
q1 , x%α˚ “ π. Since q1 decides the value of Fα˚ , necessarily π “ yi

˚

% for some
i˚ ă µ. As above, extend q1 to a condition s P dom τξ extending pi

˚

j for all

j ă θ. Defining sp%q “ pdi˚% , yi
˚

% q (where of course di% “ p
Ť

jăθ d
pij
% q̂ 1) is legitimate

since q1 forces that yi˚% R Fα˚ztx
%
α˚u. The condition s forces that α˚ P C and that

Z X α˚ “ yi
˚

% P Fα˚ .

4. The task axiom

4.1. Named iterations beyond λ`. Let U be a family of subsets of λ. We define
the notion of forcing RpU q:

‚ Conditions are pairs p “ puppq, σppqq where σppq P 2ăλ and uppq Ď U has
size ăλ.

‚ q extends p if uppq Ď upqq, σppq ď σpqq and for all U P uppq, U X

r|σppq| , |σpqq|q Ď σpqq.
This notion of forcing is ăλ-closed; σ is an explicit RpU q-name for a subset of λ.

In V pRpU qq, Wσ is an upper bound of U modulo clubs (indeed modulo bounded
subsets of λ). We will not need to directly appeal to the following lemma, since in
our context we will use the heavier machinery of sparse names.

Lemma 4.1. For every S Ď λ in V , if for all U P U , SzU is stationary, then in
V pRpU qq, SzWσ is stationary. �

We can now give a general definition of named λ-iterations (of any length):

Definition 4.2. A sequence xPζyζăξ is a named λ-iteration if it satisfies conditions
(i)-(iii) of Definition 2.26, together with:

(iv) For ζ ă ξ such that cfpζq ą λ, Qζ “ RptWσυ : υ ă ζuq and σζ is the
corresponding explicit name.

Using this definition, as above, for such an iteration we can define a sequence
xuζyζăξ,cfpζqďλ with uζ P Ppλq{NSλpPζq. This will be an increasing sequence in
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Ppλq{NSλ. If ζ “ υ ` 1 and cfpυq ą λ then we let uζ “ Wσυ{NSλ. Otherwise we
can take least upper bounds as above. Definition 2.27 now makes sense for named
λ-iterations of length beyond λ` as well. Similarly we can generalise Definition 2.29;
the only change is that τζ is defined only for ζ P r1, ξq X Cofpď λq. We can then
extend Proposition 2.31:

Proposition 4.3. Let S Ď λ be fat. Suppose that xPζyζďξ is an S-sparse iteration,
and that τ̄ “ xτζyζPr1,ξqXCofpďλq is an associated sequence for P̄ æ ξ. Suppose that
cfpξq ď λ.

Then there is a name τξ such that τ̄ τ̂ξ is an associated sequence for P̄.

Proof. The proof of Proposition 2.31 holds in all previous cases, so we assume that
ξ “ ϑ` 1 where cfpϑq ą λ. In this case, by Lemma 2.33, Pϑ is ăλ-distributive.

For brevity, let I “ ξXCofpď λq. Also for brevity, let R “ Qϑ “ Rp
 

Wσζ : ζ ă ξ
(

q.
Since Pϑ is ăλ-distributive, the set of conditions pp, qq P Pϑ˚R “ Pξ such that for
some v Ď I of size ăλ and some string π P 2ăλ,

p ,Pϑ σpqq “ π & upqq “
 

Wσζ : ζ P v
(

is dense in Pϑ˚R. We restrict ourselves to this dense subset, and write vpqq, σpqq
for the corresponding v and π.

Let xAβαy witness the weak coherence of τ̄ . We let pp, qq P dom τξ if:
(i) p P Psup vpqq;

(ii) For all δ, δ P vpqq ðñ δ ` 1 P vpqq;
(iii) for all δ P vpqq, pæδ P dom τδ and |τδppæδq| “ |σpqq|; and
(iv) for all δ P vpqq, for all ε ă δ in I, pæδ P Aδε if and only if ε P vpqq.

For pp, qq P dom τξ we let τξpp, qq “ σpqq. If pp̄, q̄q “ xppi, qiqyiăi˚ is an increasing
sequence from dom τξ, then we let cbτξpp̄, q̄q “ pp˚, q˚q if:

(v) pp˚, q˚q P dom τξ;
(vi) vpq˚q “

Ť

iăi˚ vpqiq;
(vii) σpq˚q “

Ť

iăi˚ σpqiq̂ 0;
(viii) For all δ P vpq˚q, p˚ æδ is cbτδ of a tail of p̄æδ.
We show that dom τξ is dense in Pξ. Given pp0, q0q P Pξ, we obtain a λ-

filtration N̄ and sequence γn with limit γω P S as usual. We define an increasing
sequence xpn, qnynăω with ppn, qnq P Nγn . We require that:

‚ |σpqnq| ą γn´1;
‚ Nγn´1 X I Ď vpqnq;
‚ pn P Pζn for some ζn P Nγn , ζn ą sup vpqnq;
‚ |τζnppnq| ą γn´1; and
‚ for all δ P vpqnq, pn P Aζnδ .

Note that having size ăλ, vpqnq Ă Nγn .
Let v˚ “

Ť

n vpqnq “ Nγω X I, which is cofinal in Nγω X ξ; let ζ˚ “ sup v˚. Also
let π˚ “

Ť

n σpqnq, which has length γω. Since |v˚| ă λ, Pζ˚ is the inverse limit of
xPδyδPv˚ . For δ P v˚, a tail of xpn æδy is in dom τδ; we let rδ “ cbτδpxpn æδyq be its
canonical upper bound. By cohernece, rδ æε “ rε for ε ă δ in v˚, so we obtain an
inverse limit r P Pζ˚ ; this condition extends each pn. Define pr, sq P Pϑ˚R by letting
σpsq “ π˚ 1̂, and vpsq “ v˚. We claim that pr, sq P dom τξ. Requirements (i) –
(iii) and one direction of (iv) are clear; for the other direction of (iv), we suppose
that δ P v˚, ε ă δ, and rδ “ r æ δ P Aδε; we need to show that ε P v˚. By the
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continuity property (g) of Definition 2.28, for large enough n, pn æ δ P Aδε. Fixing
some large n, we know (by (f)) that ε is among the fewer than λ-many ε1 ă δ such
that pn æδ P Aδε1 . Since

@

Aβα
D

, I, pn P Nγn it follows that each such ε1 is in Nγn , so
ε P I XNγn Ď vpqn`1q Ă v˚.

To show that pr, sq extends ppn, qnq, we need to show that if δ P vpqnq and
α P p|σpqnq| , γωs, then r forces that if α P Wσδ , then σpsqpαq “ 1. But we may
assume that α ă γω; if m ą n is sufficiently large so that |σpqmq| , |τδppm æδq| ą α,
then pm forces what’s required, as it forces that qm extends qn.

We check that the requirements of Definition 2.29 hold. We first need to check
that τξ is S-sparse. Suppose that pp̄, q̄q “ xpi, qiyiăi˚ is a sparse sequence for τζ ,
with α˚ “ |τζpp̄, q̄q| P S. Let v˚ “

Ť

iăi˚ vpqiq; let π˚ “
Ť

iăi˚ σpqiq. Let ζ˚ “
sup v˚. For all δ P v˚, a tail of p̄ æ δ is in dom τδ and is a sparse sequence for τδ;
we let rδ be the canonical upper bound; we let r be the inverse limit of xrδy; we
define s by σpsq “ π˚ 0̂ and vpsq “ v˚. It is not difficult to see that pr, sq P dom τξ
and pr, sq “ cbτξpp̄, q̄q, except that we need to show that pr, sq extends each ppi, qiq.
The only potentially contentious point is the legitimacy of setting σpsqpα˚q “ 0.
Let δ P vpqiq. Then δ ` 1 P vpqiq Ď vpsq, whence pi æ δ ` 1 P dom τδ`1. By (4) for
τδ`1, δ P suppppiq, and since τδ`1prδ`1qpα

˚q “ 0, by (5) (applied to q “ rδ`1 and
p “ pi æ δ ` 1), σδprqpα˚q “ 0, so δ and α˚ are not an obstacle to pr, sq extending
ppi, qiq.

(2) follows from the fact that we defined uξ “Wσϑ{NSλ.
For (3), for δ P I and pp, qq P dom τξ, we let pp, qq P Aξδ if and only if δ P vpqq.

The requirements of Definition 2.28 follow from our definitions.
For (4), let ζ P suppppq; since p P Psup vpqq, ζ ă sup vpqq; let δ P vpqq, δ ą ζ.

Then pæδ P dom τδ, and so pæδ P Aδζ`1; it follows that ζ ` 1 P vpqq. On the other
hand we note that ϑ P supppp, qq.

(6) is immediate: if for all δ P supppp, qq, σδpp, qqpαq “ 0, then τξpp, qqpαq “
σϑpqqpαq “ 0.

For (5), suppose that ζ P supppp, qq, and that pp1, q1q extends pp, qq. We may
assume that ζ ă ϑ, so ζ P vpqq. Then σζpp

1pζqqz |σζpppζqq| Ď σϑpq
1q “ τpp1, q1q

because p1 forces that q1 extends q.
Finally, (7) and (8) follow from our definitions. �

Quotients of named iterations. Let S be fat, and let xPζyζăξ be an S-sparse iter-
ation. Let υ ă ξ. If cfpυq ď λ then the usual argument shows that the quotient
iteration xPζ{PυyζPrυ,ξq is, in V pPυq, an SzUυ-sparse iteration.

What happens though if cfpυq ą λ? In this case, the iteration xPζ{Pυy is a
one-step extension RpU q˚xPζ{Pυ`1yζPpυ,ξq, where U “ tWζ : ζ ă υu. The second
step, as mentioned, is a SzUυ`1-sparse iteration, where Uυ`1 “Wυ comes from the
generic for RpU q; we know that SzUυ`1 is fat in V pPυ`1q.

4.2. Nice tasks and the task axiom.

Definition 4.4. Let t be a λ-task, let S Ď λ be fat. An S-sparse iteration
xPζyζăξ is t-friendly if Q0 “ QtpSq, and letting G0 be the generic for Q0 and
W “W tpSqrG0s “W0, for all ζ P r1, ξq with cfpζq ď λ, in V pPζq,

(i) either σζ is W -sparse; or
(ii) Qζ “ StpS,G0, Aq for some A.
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For example, for the task iteration above, for every υ P I, in V pPυq, the quotient
iteration xPζ{Pυy is fpυq-friendly (with S “ λzUυ).

Definition 4.5. Let t be a λ-task. A correctness condition for t is a Π1
1 sentence ψ

such that for all fat sets C, QtpCq forces that pHλ;Ot, C,Gq |ù ψ (where Ot is the
oracle for t).

For example, for t “ t♦pµq (or t♦pµ, θq) as above, the correctness condition is
that the resulting sequence xFαyαPW is a µ-diamond sequence.12

Definition 4.6. Let t be a λ-task and let ψ be a correctness condition for t. We
say that the pair pt, ψq is nice if for any ăλ-distributive R, in V pRq, for any fat S,
for any S-sparse iteration xPζyζďξ with ξ ă λ`` which is t-friendly, in V pR˚Pξq,
pHλ;O,S,G0q |ù ψ (where as above G0 is the generic for Q0).

Definition 4.7. Let t be a λ-task and let ψ be a correctness condition for t. We
say that the pair pt, ψq is satisfied if:

(1) There is a fat set C and a filter G Ă QtpCq which is pOt, Cq-generic;
(2) pHλ;Ot, C,Gq |ù ψ; and
(3) For all A P Ppλq, there is a filter HA Ă StpC,G,Aq which is pOt, C,G,Aq-

generic.

We can now define the λ-task axiom.

Definition 4.8. The λ-task axiom TaskAxλ states:
Every nice pair pt, ψq is satisfied.

Again we emphasise that throughout, we assume that the GCH holds below λ.

Diamonds and the task axiom. As mentioned above, for t “ t♦pµ, θq, the natural
correctness condition ψ for t is that F̄ “ xFαyαPW is a µ-diamond sequence. Further,
the argument proving Proposition 3.8 shows that pt, ψq is nice. We modify the
interpretation of the extra oracle A in the definition of StpC,G,Aq, so that A not
only codes the sequence x̄ “ xxαyαPW but also codes a family of λ-many Z P Ppλq,
the result being that the generic Y satisfies Y ‰ Z for all Z coded by A. The result
is:

Proposition 4.9. TaskAxλ implies that for all µ ă λ and all regular θ ă λ, there
is an exact µ-diamond sequence concentrating on Cofλpθq.

4.3. Consistency of the task axiom. We remind the reader that as usual, λ is
regular and uncountable, and that the GCH holds below λ. In this subsection we
prove:

Proposition 4.10. There is a notion of forcing P which is ăλ-distributive and has
the λ`-chain condition (and so preserves cardinals and cofinalities), preserves the
GCH (if it holds in V ), such that the task axiom TaskAxλ holds in V pPq.

Proof. Toward constructing P, we define a λ-sparse iteration xPζyζăλ`` ; P will be
a proper initial segment of this iteration. As above we have book-keeping devices I
and f , except that for υ P I, fpυq is a pair pt, ψq consisting of a task and a correctness
condtion for that task. Also, of course, f is only defined on λ``XCofpď λq, as Qζ

12Note that if G Ă QtpCq is merely C-generic, then for this task it is not the case that ψ holds
in pHλ;C,Gq; for ψ to hold we need a filter G fully generic over V .
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is prescribed when cfpζq “ λ`. Also, we will repeat tasks when earlier attempts
have resulted in failure. Suppose that fpυq “ pt, ψq, and that ζ ą υ. We say that
fpυq has failed by stage ζ if there is some condition in Pζ which forces that in V pPζq,
pHλ;O, λzUυ, Gυq |ù  ψ. We keep our books so that:

‚ For every pair pt, ψq P V pPλ``q, either
– There is some υ P I such that fpυq “ pt, ψq and for all ζ ą υ, fpυq does

not fail by stage ζ; or
– There are unboundedly many υ P I such that fpυq “ pt, ψq, and if
υ ă υ1 are in I and fpυq “ fpυ1q, then fpυq has failed by stage υ1.

‚ In the first case, with υ last such that fpυq “ pt, ψq, for all A P PpλqpPλ``q,
there are unboundedly many ζ ă λ`` such that fpζq “ pυ,Aq.

Then by a standard closure argument, we can find some ξ˚ ă λ`` such that:
(i) cfpξ˚q “ λ`;
(ii) For every pair pt, ψq P V pPξ˚q, if there is a last υ P I such that fpυq “ pt, ψq,

then this υ is smaller than ξ˚;
(iii) If υ ă ξ˚ is last with fpυq “ pt, ψq, then for all A P PpλqpPξ˚q there are

unboundedly many ζ ă ξ˚ such that fpζq “ pυ,Aq.
We let P “ Pξ˚ . Suppose that t P V pPq, that ψ is a correctness condition for t,

and that pt, ψq is nice in V pPq. Then there is a last υ P I such that fpυq “ pt, ψq. For
otherwise, there is some υ ą ξ˚ such that fpυq “ pt, ψq and some ξ ą υ such that
fpυq has failed by stage ξ. Then the iteration xPζ{PυyζPrυ˚,ξq witnesses (in V pPυq,
which is an extension of V pPξ˚q by Pυ{Pξ˚ , which as a quotient of a ăλ-distributive
notion of forcing is also ăλ-distributive), that pt, ψq is not nice.

Taking this last υ, we have υ ă ξ˚; we know that ψ holds in V pPξ˚q; and our
bookkeeping ensures that pt, ψq is satisfied in V pPξq. �

Iterating with set Easton support, we get:

Corollary 4.11. Assuming the GCH, there is a class forcing extension preserving
all cofinalities and cardinals, and GCH, in which TaskAxλ holds for every regular
uncountable cardinal λ.

4.4. Uniformisation. Let W Ď λ. Recall that a ladder system on W is a sequence
Ē “ xEαyαPW such that each Eα is an unbounded subset of α of order-type cfpαq.
A 2-colouring of a ladder system Ē is a sequence c̄ “ xcαyαPW such that for all
α PW , cα : Eα Ñ 2. A function g : λÑ 2 uniformises the 2-colouring c̄ if for every
α PW , gæEα “˚ cα, meaning that tγ P Eα : gpγq ‰ cαpγqu is bounded below α.

A ladder system Ē on W has uniformisation if every 2-colouring of ē is uni-
formised by some g.

Since we are assuming the GCH below λ, there are some restrictions on what
kind of uniformisation we can deduce from the task axiom. If λ “ µ` and θ “ cfpµq
then no ladder system on any stationary W Ď Cofλp‰ θq can have uniformisation,
as ♦S holds [Gre76, Sh:108, Sh:922]. Also, if λ “ µ` and µ is singular, then for no
stationary W Ď λ is it the case that every ladder system on W has uniformisation
[Sh:667].

Proposition 4.12. Suppose that λ is inaccessible and θ ă λ is regular; or that
λ “ µ` and θ “ cfpµq. Then TaskAxλ implies that for any ladder system Ē on
Cofλpθq there is some stationary W Ď Cofλpθq such that the restriction Ē æW has
uniformisation.
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Proof. Let Ē be a ladder system on Cofλpθq. Define the following task t “ tUPpθq:

(i) For C Ď λ, p P QtpCq if p P 2ăλ, p Ă C X Cofpθq, and the restriction of Ē
to p has uniformisation.

We let σtpCqppq “ p.
(ii) If G Ď QtpCq is C-generic, then we let W “W rGs “WσtpCqrGs.

If c̄ is a 2-colouring of Ē æ W , then StpC,G, c̄q consists of conditions
q P 2ăλ which are an initial segment of a uniformising function: for all
α PW with α ď |q|, qæEα “˚ cα.

First, we verify Definition 3.3. It is clear that StpG, c̄q is explicitly closed out-
side W ; take δpqq “ |q|. To see that σtpCq is λ-sparse (using cbσpp̄q “ p

Ť

p̄q̂ 0),
suppose that p̄ “ xpiyiăi˚ is sparse for σ. Let p˚ “ p

Ť

p̄q̂ 0. We need to argue
that the restriction of Ē to p˚ has uniformisation. This follows from the closed set
disjoint from p˚ determined by the sequence p̄: let γi “ |pi|. Every α P p˚ is in
pγi, γi`1q for some i, the salient point being that α ą γi. So if c̄ is a 2-colouring
of Ē æ p˚, then as each pi P QtpCq, we let gi : γi Ñ 2 uniformise c̄ æ pi; define
g : |p˚| Ñ 2 by letting g agree with gi on rγi, γi`1q.

Let ψ be the correctness condition which states that W “ W rGs is stationary.
We argue that this is forced by QtpCq. To see this, let D P V pQtpCqq be a club; and
suppose that C is fat. Obtain a filtration N̄ and a sequence xγiyiăθ (with limits
in C) as usual. Define an increasing sparse sequence p̄ of length θ as usual, so any
upper bound forces that α˚ “ supi γi is in D; it is, of course, also in C X Cofpθq.
We argue that p˚ “ p

Ť

p̄q̂ 1 is a valid condition in QtpCq, namely, that it has
uniformisation. Let c̄ be a 2-colouring of Ē æ p˚. As above, for each i ă θ let gi
uniformise the restriction of c̄ to pi. We define g : α˚ Ñ 2 uniformising c̄, as follows:
for β P rγi, γi`1q, we let gpβq “ gipβq, except that if β P Eα˚ we set gpβq “ cα˚pβq.
That g uniformises c̄ follows from the fact that the changes from gi are bounded:
let β P p˚, β ă α˚; so β P pγi, γi`1q for some i. Since cfpβq “ θ, Eα˚Xβ is bounded
below β, so gæEβ “˚ gi æEβ “˚ fβ .

Suppose that the pair pt, ψq is satisfied, say by C and G; then W “ W rGs Ă
Cofλpθq is stationary. The ladder system Ē æ W has uniformisation: let c̄ be a
2-colouring of Ē æW ; let H “ Gc̄ Ď StpC,G, c̄q be pC,G, c̄q-generic. Since each
p P QtpCq has uniformisation, gH “

Ť

H is a function with domain λ (for all
γ ă λ, the conditions in St with domain ě γ are dense), and it uniformises c̄.

It remains to show that pt, ψq is nice. The argument follows [Sh:64, Sh:186].

After passing, possibly, to a generic extension, suppose that S Ď λ is fat, and
that P̄ “ xPζyζďξ is S-sparse and t-friendly. We need to check that W “W rG0s is
stationary in V pPξq. Let D P V pPξq be a club. By extending by one step, we may
assume that cfpξq ď λ.

Let τ̄ be an associated sequence for P̄. Let Q be the collection of ζ ă ξ for which
Qζ “ StpS,G0, c̄q for some appropriate c̄ P V pPζq; we write c̄ζ for c̄. By assumption,
for ζ P ξzQ, if cfpζq ď λ then σζ is W -sparse; if cfpζq ą λ then we know that Qζ
is ăλ-closed. We further modify the construction of τ̄ to ensure that for all ς ď ξ
with cfpςq ď λ (so τς is defined), for all p P dom τς and all ζ P QX suppppq, p P Aςζ
and there is some string π “ πpp, ζq (in V ) such that pæζ forces that ppζq “ π, and
the length of π is |τςppq| ´ 1.
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Elaborating only a little on our standard construction, we obtain a filtration
N̄ “ xNiyiďθ such that letting γi “ Ni X λ, we have:

‚ All objects above are elements of N0, including an initial condition p´1 P Pξ;
‚ θ Ă N0, and if λ “ µ` then µ Ď N0;
‚ For limit i ď θ, γi P S;
‚ For successor i ă θ, Năθi Ď Ni.

We can do this since either λ is inaccessible, or λ “ µ` and µăθ “ µ. Note that the
sequence xγiy is continuous. Let α˚ “ γθ. What is pertinent is that for successor
i ă θ, cfpγiq ě θ, so Eα˚ X γi is bounded below γi. Note that for limit i ă θ,
Năθi Ă Ni`1.

We use the trees-of-conditions method to obtain a sparse sequence p̄ and an
upper bound q forcing α˚ PW XD; to do this, we need to take care of all possible
choices for pipζqæEα˚ for ζ P QX supp q.

For i ď θ we define:
‚ an ordinal δi;
‚ sets ui Ă Q;
‚ functions mi : ui Ñ i.

Let Ti be the collection of all sequences f̄ “ xfζyζPv, where v Ď ui is an initial
segment of ui and for all ζ P v, fζ : Eα˚ X γi Ñ 2. We also define:

‚ for each f̄ P Ti, a condition pipf̄q P Pξ.
For a proper initial segment v of ui, let ςpvq “ minpuizvq; let ςpuiq “ ξ. For f̄ P Ti
defined on v, we write vpf̄q “ v and ςpf̄q “ ςpvpf̄qq. We say that f̄ is maximal
(for Ti) if dom f̄ “ ui, i.e., if ςpf̄q “ ξ. If f̄ P Ti and ζ ď ξ then we write f̄ æ ζ for
f̄ æpv X ζq. Note that whether maximal or not, cfpςpf̄qq ď λ (no ζ P Q has cofinality
λ`), so in any case, τςpf̄q is defined; we write τv “ τςpvq and τf̄ “ τςpf̄q “ τvpf̄q.

We ensure that the objects defined have the following properties:
(1) ui, mi, Ti and the map f̄ ÞÑ pipf̄q are all in Ni`1 (and in fact for successor i,

they will be in Ni);
(2) |ui| ă λ; if λ “ µ` then |ui| ă µ;
(3) ui Ď uj if i ă j, and uj “

Ť

iăj ui for limit i;
(4) if i ă j then mi “ mj æui;
(5) δi “ γi for limit i; for successor i, γi´1 ă δi ă γi and suppEα˚ X γiq ă δi;
(6) For all f̄ P Ti, pipf̄q P Pςpf̄q, in fact pipf̄q P dom τf̄ , and |τf̄ ppipf̄q| “ δi ` 1;
(7) For all f̄ P Ti and all ζ P vpf̄q, pipf̄qæPζ “ pipf̄ æζq;
(8) For f̄ P Ti, vpf̄q Ă suppppipf̄qq; we write πipf̄ , ζq for the string πppipf̄q, ζq

mentioned above.
(9) For all f̄ P Ti and ζ P vpf̄q, for all β P Eα˚ X rγmipζq, γiq, we have

πipf̄ , ζqpβq “ fζpβq.
(10) For all f̄ P Ti, QX suppppipf̄qq Ď uθ;
(11) For all maximal f̄ P Ti`1, pi`1pf̄q forces that D X rγi, γi`1q is nonempty;
(12) For all j ă i, for all f̄ P Ti, pipf̄q extends pjpf̄ rjsq, where f̄ rjs P Tj is the

sequence xfζ æpE˚α X γjqyζPujXvpf̄q;
(13) For all j ă i and f̄ P Ti, if ςpf̄q “ ςpf̄ rjsq, then the sequence xpkpf̄ rksykPrj,iq

is sparse for τf̄ ;
(14) 0 P suppppipf̄qq for all f̄ P Ti.
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Let us show how to construct such objects. We start with u0 “ H; for f̄ being
the empty sequence (the only element of T0) we let p0pf̄q be some extension of
p´1 (the initial condition we started with) in dom τξ; note that ςpf̄q “ ξ. We let
δ0 “ |τξpp0pf̄qq| ´ 1. We can ensure that 0 P supppp0pf̄qq.

Suppose that i ď θ is a limit, and that all objects indexed by j ă i have been
defined, and satisfy the properties above, except of course for (10). As required, we
define ui “

Ť

jăi uj , mi “
Ť

jăimj , and δi “ γi. Let f̄ P Ti and let v “ vpf̄q. There
is some j ă i such that ςpf̄q “ ςpf̄ rjsq (either ςpf̄q P uj , or is ξ); by (13), we can let
pipf̄q “ cbτf̄ pxpkrf̄ rkssykPrj,iqq. To define the sequence of objects up to i, we need
the sequence xEα˚ X γjyjăi; as each Eα˚Xγi has size ă θ, and i ă θ, this sequence
is in Ni`1. Now (7) for i follows from the canonical choices of bounds being, well,
canonical, and τζ Ì τf̄ æA

ςpf̄q
ζ . (9) follows from πipf̄ , ζq “

Ť

kPrj,iq πjpf̄ rks, ζq (as
pipf̄q extends pjpf̄ rjsq), where j ă i is any such that ζ P uj .

Suppose that i ă θ is a successor ordinal, and that all objects have been defined
for j ď i´ 1. First, we define ui. This is done to make progress towards (10):

‚ If λ is inaccessible, then we can let ui “
Ť

f̄PTi´1
QX suppppi´1pf̄qq.

‚ Otherwise, λ “ µ`. If µ is a limit cardinal, let xµjyjăθ be a sequence of
cardinals increasing to µ. In this case |Ti´1| ă µ, so we just ensure that
for all f̄ P Ti´1, “µi-much” of QX suppppi´1pf̄qq is added to ui (note that
| suppppi´1pf̄qq| is likely µ).

‚ If µ “ ν` is a successor, then we will likely have |Ti´1| “ µ (even though
|ui´1| ď ν), as θ “ µ and pă θq

ν
“ µ. We then add “i-much” of Q X

suppppi´1pf̄qq for “i-many” f̄ P Ti´1.
We define mi to extend mi´1 by letting mipζq “ i ´ 1 for all ζ P uizui´1. Note
that ui and γi determine Ti.

To define pipf̄q for f̄ P Ti we perform a transfinite construction. We work in Ni.
By our analysis immediately above, there is a regular cardinal κ ă λ with κ ě |Ti|.
Let M̄ be a filtration (with all relevant objects in M0); we obtain a sequence xε`y`ăκ
with the usual properties: its limit points are in S, Mε` X λ “ ε`, and for ` ă κ we
have xε`1y`1ă` P Mε``1. Since κ may be larger than θ, we cannot require that the
sequence is continuous.

Let
@

f̄`
D

`ăκ
be a list of all maximal f̄ P Ti, where each such f̄ appears unbound-

edly often. This list is in M0. We also ensure that suppEα˚ X γiq ă ε0 (recall that
Eα˚ X γi is bounded below γi for successor i).

For ` ď κ and f̄ P Ti we define conditions r`pf̄q, satisfying the following:
(i) r0pf̄q “ pi´1pf̄ ri´ 1sq;
(ii) Either r`pf̄q “ r0pf̄q, or vpf̄q Ă supppr`pf̄qq and r`pf̄q P dom τf̄ , in fact

r`pf̄q P A
ςpf̄q
ζ for all ζ P vpf̄q;

If r`pf̄q ‰ r0pf̄q then we write η`pf̄q “ |τf̄ pr`pf̄qq|, and for ζ P vpf̄q, we let
π`pf̄ , ζq “ πpr`pf̄q, ζq;

(iii) If ζ P vpf̄q then r`pf̄ æζq extends r`pf̄qæPζ ;
(iv) For ` ă κ, the map f̄ ÞÑ r`pf̄q is in Mε``1;
(v) For `1 ă `, r`pf̄q extends r`1pf̄q;

We say that r`pf̄q is new if ` ą 0 and for all `1 ă `, r`1pf̄q ‰ r`pf̄q;
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(vi) If r`pf̄q is new then η`pf̄q ě εă` :“ sup`1ă` ε`1 ;
(vii) If r`pf̄q is new then for all ζ P vpf̄q, r`pf̄ æζq is new, and equals r`pf̄qæPζ ;
(viii) If r`pf̄q ‰ r0pf̄q then for all ζ P vpf̄q, π`pf̄ , ζq extends fζ ærγi´1, γiq.
(ix) For all limit ` ă κ, the subsequence

@

r`1pf̄q : r`1pf̄q is new
D

is sparse for τf̄ (but note that it may not be cofinal in xr`1pf̄qy`1ă`, in which
case the latter sequence is eventually constant.)

For ` “ 0 we follow (iii). At limit ` ď κ we let r`pf̄q be either the eventually
constant value of r`1pf̄q for `1 ă `, if such exists; otherwise, we let r`pf̄q be the
τf̄ -canonical upper bound of the sparse subsequence of new r`1pf̄q. Note that r`pf̄q
is new if and only if the second case holds, in which case, by (vii), for all ζ P vpf̄q,
the second case holds for defining r`pf̄ æζq, and it equals r`pf̄qæPζ by the coherence
τζ Ì τf̄ æA

ςpf̄q
ζ .

for the successor case, suppose that r`pf̄q have been defined for all f̄ . We now
consider f̄` in steps:

(1) First, obtain the condition s0 which is the “sum” of the sequence
@

r`pf̄` æv
D

for v an initial segment of ui; for ζ P suppps0q “
Ť

vďui
supppr`pf̄` æ vqq,

having defined s0 æ ζ extending each r`pf̄` æ vq æ Pζ , we define s0pζq to be
r`pf̄` æζ ` 1qpζq.

Note that for all ζ P ui X suppps0q, s0 æ ζ forces that s0pζq is πps0, ζq “
πpr`pf̄` æ ζ ` 1q, ζq, and either |πps0, ζq| ď γi´1, or πps0, ζq extends fζ æ
rγi´1, γiq (where fζ) of course comes from the sequence f̄`).

(2) Extend s0 to a condition s1 P Pξ by setting suppps1q “ suppps0q Y ui; for
each ζ P ui such that |πps0, ζq| ď γi´1, or ζ R suppps0q, we set s1pζq to
be some string (in V ) which extends πps0, ζq if defined, and which extends
fζ ærγi´1, γiq.

(3) Extend s1 to a condition s2 in
Ş

ζPui
Aξζ , and also ensure that s2 forces some

β P rγi´1, γiq into D, where recall D is the club in V pPξq we want to get to
meet W at α˚. Also ensure that |τξps2q| ą ε`´1. Further, by extending, we
can ensure that for all initial segments v of ui, s2 æPςpvq properly extends
s1 æPζ , and so properly extends r`pf̄` ævq.

(4) Set r``1pf̄`q “ s2, and for all ζ P ui, set r``1pf̄` æ ζq “ s2 æPζ . For ḡ P Ti
which is not an initial segment of f̄`, set r``1pḡq “ r`pḡq.

Note that we ensured that r``1pḡq is new if and only if ḡ is an initial segment of
f̄`. Also note that for ζ ă ζ 1 P ui, r``1pf̄ æζ

1q P Aζ
1

ζ follows from Definition 2.28(d).
This completes the construction of all r`pf̄q; we let pipf̄q “ rκpf̄q. Since each f̄

is tended to unboundedly many times, we see that each rκpf̄q is new; so for all f̄ ,
ηκf̄ “ εăκ ` 1, which we set to be δi ` 1. This completes the construction of all
pipf̄q for i ď θ.

We want to find some maximal f̄ P Tθ and some condition q, extending pipf̄q for
all i ă θ (and as usual, not extending pθpf̄q), forcing that α˚ PW ; such a condition
also forces that α˚ P D. To this end, call a sequence f̄ P Tθ acceptable if there is
some condition q P Pςpf̄q, extending pipf̄q for all i ă θ, which forces that α˚ P W .
So we want to show that some maximal f̄ P Tθ is acceptable.
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To do that, we show by induction on initial segments v of uθ, that some f̄ with
vpf̄q “ v is acceptable. To do that, we show:

(1) The empty sequence is acceptable; and
(2) For all initial segments w ă u of uθ, if ḡ P Tθ with vpḡq “ w is acceptable,

witnessed by some q, then ḡ can be extended to an acceptable f̄ with
vpf̄q “ u, witnessed by some r extending q.

Let us show (1), that the empty sequence xy is acceptable. We have 0 P

suppppθpxyqq, and pθp0q is a sequence of length α˚ ` 1 ending with 0. We let
qp0q agree with pθpxyqp0q, except that we change the last 0 to a 1, i.e., we say
α˚ P qp0q. This condition extends pipxyq for all i ă θ. Let υ “ ςpxyq “ min uθ;
since QX suppppθpxyqq Ď uθ, we have QX suppppθpxyqq “ H. Thus, we can define
the condition q P Pυ by setting supppqq “ suppppθpxyqq, and by defining q æ ζ by
induction on ζ ď υ. This has already been done for ζ “ 0. If ζ ą 0 is in supppqq
and q æ ζ has already been defined, then as ζ R Q, we know that Qζ is explicitly
W -closed; pipxyqpζq is defined for a final segment of ζ, with height δi; since q æ ζ
forces that α˚ PW , it forces that there is some upper bound for xpipxyqy, which we
set to be qpζq.

Now we tend to (2), which is proved by induction on (the order-type of) u.
Suppose this has been proved for all initial segments u1 of u. There are two cases,
depending on the order-type of u. First, suppose that u has a greatest element υ.
Let % “ ςpuq. By induction, it suffices to show (2) for w “ u X υ. Suppose that
vpḡq “ w and that ḡ is acceptable, witnessed by some q.

We define r æ Pζ by induction on ζ P rυ, %s. We let r æ Pυ be some extension
of q which decides the value of cυα˚ (where recall Qυ “ StpS,G0, c̄

υq), say it forces
that cυα˚ “ fυ (where fυ P V ); we let f̄ “ ḡ f̂υ. We also let rpυq “ πθpf̄ , υq; then
ræυ ` 1 is a condition since πθpf̄ , υq agrees with fυ from γmθpυq onwards.

We then repeat the argument for the empty sequence; we set suppprq to agree
with suppppθpf̄qq on pυ, %q, and note that there it is disjoint from Q; for ζ P pυ, %qX
suppprq we let rpζq be an upper bound of

@

pipf̄qpζq
D

iPri˚,θq
, which is forced by ræζ

to exist since it forces that α˚ PW .

Finally, suppose that the order-type of u is a limit; let κ ă λ be regular and
let xwiyiďκ be an increasing and continuous sequence of initial segments of u with
wκ “ u, with w0 “ w being the initial segmen we start with; let ḡ be acceptable,
witnessed by some q0, with vpḡq “ w0.

As expected, we work with a filtration N̄ and a sequence xεjyjăκ with limit
points in S, Nεj X λ “ εj , with N0 containing all pertinent objects. We mimic
the construction of Lemma 2.23. We define sequences xqjyjďκ of conditions and f̄j
satisfying:

(a)
@

q`, f̄`
D

`ăj
, PMεj`1;

(b) vpf̄jq “ wj , and qj P Pςpwjq witnesses that f̄j is acceptable;
(c) If ` ă j then qj extends q` and f̄` “ f̄j æw`;
(d) For successor j ă κ, qj P dom τςpwjq, indeed qj P A

ςpwjq
ζ for all ζ P wj ; and

|τςpwjq| ą εj ;
(e) For all ` ă j,

@

qk æPςpw`q
D

kPp`,jq
is sparse for τςpw`q.
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At successor steps we apply the induction hypothesis from wj to wj`1, and then
extend to a condition in dom τςpwj`1q as required; at limit steps we take canonical
sparse upper bounds and then an inverse limit. This completes the proof. �
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