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Abstract

In this essay I present my views and arguments on the topic of ‘Could a machine be intelligent?’ In doing this I first attempt to narrow down what it means for an entity to be intelligent and then reason as to why I believe that an artificial form of intelligent is actually achievable. The core of my argument assumes an acceptance of Materialism theory. As a final note I discuss if the intelligence present in a machine would need to be the same as that displayed by humans.

What does it mean for an entity to possess Intelligence?

Defining an exact meaning for intelligence can be difficult, as the circumstances that cause it are not fully understood. The Oxford scientific dictionary [OXF97] defines it as the coordination of memory, learning, and reasoning. In addition to this the entity needs to be able to perform insight learning, where associative links are formed between events or objects where no prior link was present. These associative links can play a strong part in the entities ability to understand the semantics
 of the world it interacts with.

In [MMIAI] intelligence is given a similar definition with the concepts that an intelligent entity should be creative
 and have the “ability to adapt, learn new skills, form complex relationships and societies”. In humans these facts are generally attributed to consciousness
 [MMIAI] – the awareness of ones own thoughts and thought processes. The inclusion of consciousness is what the Oxford definition lacks, and what I believe is the crucial component missing from current computerised intelligence. My main belief for this is that the conscious is what gives an intelligent entity the ability to reason at a higher level and develop more complex relationships via abstractions.

No mention of intelligent behaviour in computing would be complete without mention of the Turing test, devised by Alan Turing. The Turing test involves a human interrogator trying to distinguish between a computer and a human by asking questions of both via a terminal screen. If the human tester cannot distinguish between the two then the computer is assumed to be exhibiting the same level of intelligence as the other human being tested.

To disprove the presence of intelligence implied by the Turing test the Chinese room problem is usually invoked to show that while a particular set of rules may produce the correct answers it will fail to achieve consciousness, the core of intelligence. The key argument given in the Chinese room problem is that if none of the individual parts of the system exhibit intelligence, then the system is not truly intelligent. This result implies a basic concept that the whole cannot be greater than the sum of the parts. In [AIMA] this concept is queried with the following statement “notice that if you believe it, and if you believe that humans are composed of molecules, then either you must believe that humans are incapable of conscious understanding, or you must believe that individual molecules are capable.”

This has strong ties to the philosophical theory of materialism that suggests the reality with which we interact is only composed of matter and the rules that bind it. I’m inclined to agree with this theory, rather than Dualism, as it accepts that all that we experience is the result of some observable phenomena, even if we currently don’t understand the full underlying physics.

One major part of the problem of testing intelligence is that it is difficult to tell through interacting with an entity if it is indeed exhibiting intelligence or if it is just following a well-defined set of rules. This is a limitation of how humans perceive the environment that surrounds them. We can never truly be sure that those we interact with are intelligent of just fake sensory input projected into our minds in some augmented Matrix type reality where there is no spoon.

In principle, could a machine be built that has a comparable level
 of intelligence to a human?

“Intelligence and mental phenomena are products of the operation of the physical system of neurons and their associated cells and support structures.” [AIMA]
In accepting materialism I ultimately accept that it is possible to build an artificial simulation of a functioning intelligent system. By replicating all the components of the brain a functional model could be created. This replication will possess a consciousness, as it is just the cumulation and natural function that arises from the biological functioning of billions of neurons that make up the brain.

The issue then becomes if it possible to create a simulation large enough to fully replicate the functioning of all the smallest components in the brain and the associated sensory inputs. Neurons
 are generally accepted as the smallest fundamental building block but the properties of them are currently not well understood [AIMA pg 833]. If a realistic model of the neuron can be formed, then a realistic simulation of the brain can be created. There are other issues that need to be addressed such as speed and capacity of the computing system that I will leave to time and Moore’s law to satisfy.

A good analogy to make is to compare the operation of the brain to that of the atmosphere. The brain is composed of billions of neurons that collectively create human intelligence. In a similar way the atmosphere is composed of billions of particles that collectively create complex weather patterns. It’s well accepted that these particles are governed by the laws of physics, even though no grand unified theory exists that can model the movement of all these particles.
Humans have many elements of behaviour integrated through their brain. Aspects such as emotions, feelings, and the subconscious all cloud the brain and make the isolation of the true nature of intelligence difficult. This may be one of the biggest contributors to the difficulty in creating an artificial intelligence. Then again, some of these components may form important aspects of what it means for a human to be intelligent.
While making a computer that could emulate (or possess) the intelligence of a human is an interesting and challenging goal, why should the form of intelligence exhibited by a computer be measured against a human? The artificial form of intelligence that a machine would exhibit may be considerably different
 to that exhibited by a human.  If an intelligent machine were made using a replica of the brain, it would not only have all the benefits, but also the limitations
. A better approach may be to create a hybrid type 
system, with the conscious and reasoning of a human brain but the storage capability of a computer. The same would apply to sensory input, the computer could have inputs that the human brain doesn’t, such as the ability to see in other spectrums or search the Internet for information (such as SmarterChild [AIWB]).

Conclusions

Intelligence and what causes it are not currently fully understood concepts. Most agree that it requires learning, reasoning and memory. In addition to these properties I believe that the possession of a conscious is what forms the core of a truly intelligent entity and what currently separates AI from real intelligence.

Due to my fundamental belief in materialism I believe an artificial intelligence could in principle be created using a computer. This may however not be possible without an in-depth understanding of how the brain works. In essence this artificial intelligence would just be a computerised simulation of the exact working of the brain.

An assumption that the only form of intelligence is that which mirrors humans seems naive. If it is one day shown that machines can never achieve human like intelligence, perhaps they can possess an alternate form that is more suited for the strengths that they have.

I fell I have only scratched the surface of what is a large and complex question. Many questions remain unanswered, in particular what would happen if it did occur. Some examples include:

· Would it need forward planning and reflection capabilities?

· Would the presence of a conscious infer that the intelligent entity would develop a will of its own?

· Would it wonder what the meaning of its artificial life was?

· What would happen if you removed all its inputs to cause sensory depravation?

· Could it go insane?

· Would it need a subconscious to function at the same level as a human?
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Glossary

Artificial Intelligence (AI) – “A filed of computing concerned with the production of programs that perform tasks requiring intelligence when done by people. These tasks include playing games, such as chess or draughts, forming plans, understanding speech and natural languages, interpreting images, reasoning, and learning.” – [OXF97]

Chinese room experiment - “A counter argument to the Turing test which attempts to show that the Turing test is not a reliable indicator of true intelligence and/or consciousness.” –[MMIAI]

Consciousness – “a sort of awareness - of self, of interaction with the world, of thought processes taking place, and of our ability to at least partially control these processes.” – [MMIAI]

“Difficult to define. The attributes usually ascribed to consciousness usually include self-awareness, a sense of past and future, free will and most outward signs of intelligent behavior.” –[MMIAI]

Competitive learning - “A process in which a network can exhibit self-organization. Hidden layer nodes `compete' to represent certain features of the input training patterns.” –[MMIAI] A Kohonen net is an example of a system that uses this style of learning.

Dualism – 

1. The condition of being double; duality.

2. Philosophy. The view that the world consists of or is explicable as two fundamental entities, such as mind and matter.

3. Psychology. The view that the mind and body function separately, without interchange.

4. Theology.

1. The concept that the world is ruled by the antagonistic forces of good and evil.

2. The concept that humans have two basic natures, the physical and the spiritual.” 

- [www.dictionary.com]

Emergent Property – Searle published a book in 1992 that claimed “consciousness is an emergent property of appropriately arranged systems of neurons in the same way that solidity in an emergent property of appropriately arranged collections of molecules, none of which are solid by themselves.“– [AIMA]

Intelligence – “The coordination of * memory, * learning, and reasoning in animals. Intelligence has also been defined as the ability of an animal to form associative links between events or objects of which it has had no previous experience (see insight learning). In humans intelligence is generally expressed as an intelligence quotient (IQ): the mental age of the subject (as measured by standard tests) divided by his or her real age x 100.” – [OXF97]

Learning – “A process by which an animal’s response to a particular situation may be permanently altered, usually in a beneficial way, as a result of its experience. Learning allows an animal to respond more flexibility to the situations it encounters: learning abilities in different species vary widely and are adapted to the species' ’environment. Numerous different categories of learning have been proposed, but there is no general agreement on how many different processes are involved. Theses categories include *habituation, associative learning (through *conditioning), *insight learning, and *imprinting.” – [OXF97]

Memory – “The means by which information is stored in the brain. The exact mechanism of processing and storing information is not known but is thought to involve the construction of circuits of *neurones, which are strengthened by repeated use. Memory is essential to the processes of *learning and recognition of individuals and objects.” – [OXF97]

Materialism – “1. Philosophy. The theory that physical matter is the only reality and that everything, including thought, feeling, mind, and will, can be explained in terms of matter and physical phenomena.” – [www.dictionary.com]
“Materialism states that your mind is either the same thing as your brain, or else is a program running on the hardware of your brain. In either case, once the brain shuts down the mind ceases to exist.” – [LLAI]

Moore's Law – “The observation made in 1965 by Gordon Moore, co-founder of Intel, that the number of transistors per square inch on integrated circuits had doubled every year since the integrated circuit was invented. Moore predicted that this trend would continue for the foreseeable future. In subsequent years, the pace slowed down a bit, but data density has doubled approximately every 18 months, and this is the current definition of Moore's Law, which Moore himself has blessed. Most experts, including Moore himself, expect Moore's Law to hold for at least another two decades.” – [www.webopedia.com]

Technological AI – “Technological AI is a set of techniques (reducible to algorithms and datastructures)  for simulating some aspect of human intelligence in a machine.” – [LLAI]

Philosophical AI or Computationalism – “Secondly, and of more relevance to this discussion, is computationalism or philosophical AI, (sometimes also known as Strong AI),  which is the view that all human mental activities are reducible to algorithms and data structures, and could therefore be implemented on a computer.” – [LLAI]

Intelligence - “Ability to deal with abstract concepts and form complex pictures of the outside world. Creativity, ability with spoken and written language etc. ” –[MMIAI] 

Self-organizing nets – “Nets which can `train' themselves to accomplish useful tasks.” –[MMIAI]

Turing test – “A test conceived by Alan Turing in 1950 designed to reveal whether a machine was conscious.” –[MMIAI]
















�PAGE \# "'Page: '#'�'"  ��1. A critical review or commentary, especially one dealing with works of art or literature.


   2. A critical discussion of a specified topic.


�PAGE \# "'Page: '#'�'"  ��I do believe that the understanding of semantics as well as syntax is a vital part of intelligence.


�PAGE \# "'Page: '#'�'"  ��Adaptive and innovative.


�PAGE \# "'Page: '#'�'"  ��Is consciousness at the core of intelligence?


�PAGE \# "'Page: '#'�'"  ��Is it possible to create an artificial intelligence that will be comparable to that of a human?


�PAGE \# "'Page: '#'�'"  ��Neural Networks, the logical progression.





“What is really needed is a way of allowing the internode connections to change with time not according to some scheme determined by the external teacher but as a response to the node firings activated by input patterns. Afterall this is essentially what happens in the brain - the neurons and their connections self-organize into a structure which, considered as a whole, is capable of very sophisticated functions. The network must select its own output patterns and connection strengths dynamically. Furthermore, the association between input and output must be useful - the network must be able to make decisions as a consequence of its firings. If it is to store memories, it must first be able to see whether a new input is close to an old memory, or really new. If the latter it must be able to store the new pattern without destroying the old. It must be able to focus only on certain types of pattern and screen out the rest in order to perform useful tasks. Ultimately, it must be able to make complex decisions by a succession of hierarchical pattern association steps.“ – [MMIAI]


�PAGE \# "'Page: '#'�'"  ��The question needs to be asked, does a machine need to be able to think like a human to be truly intelligent?


�PAGE \# "'Page: '#'�'"  ��Why should these machines be limited in the same ways as humans?


�PAGE \# "'Page: '#'�'"  ��Why not create a hybrid intelligence to do the things that both humans and computers do well.
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