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Figure 1: The MRMAC system, including the local AR hosts and remote VR travelers, 360○ camera, controls, and display setup.

ABSTRACT

We present MRMAC, a Mixed Reality Multi-user Asymmetric Col-
laboration system that allows remote users to teleport virtually into
a real-world collaboration space to communicate and collaborate
with local users. Our system enables telepresence for remote users
by live-streaming the physical environment of local users using a
360○ camera while blending 3D virtual assets into the mixed-reality
collaboration space. Our novel client-server architecture enables
asymmetric collaboration for multiple AR and VR users and incor-
porates avatars, view controls, as well as synchronized low-latency
audio, video, and asset streaming. We evaluated our implementa-
tion with two baseline conditions: conventional 2D and standard
360○ videoconferencing. Results show that MRMAC outperformed
both baselines in inducing a sense of presence, improving task per-
formance, usability, and overall user preference, demonstrating its
potential for immersive multi-user telecollaboration.
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1 INTRODUCTION

Immersive telecollaboration has the potential to enable remote col-
laborators to work and communicate effectively as if they were
physically present in the task space [45]. While prior work focused
on virtual environments created using computer-generated 3D as-
sets [58, 63], recent research has transitioned towards integrating
users’ real physical environments, thus enabling telecollaboration
within real-world task spaces [54, 67, 75].

One approach involves an AR-VR setup where a remote VR user
can virtually teleport into a live-streamed real-world environment to
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interact with a local user [55]. The local user perceives the remote
user as a 3D avatar, which is well-suited for remote assistance and
training and induces higher social presence compared to 2D video
conferencing [35, 55, 56]. To create such a system, it’s crucial to
capture the local users’ physical environment and livestream it to
remote users to ensure their telepresence and situation awareness.
Earlier work achieved this by either live-streaming remote environ-
ment as 3D point cloud [1, 57] or using 360○ cameras [55, 64, 66].
While previous designs and implementations of AR-VR asymmet-
ric telecollaboration systems primarily centered around one-to-one
interactions (a single user on each side), many applications require
multiple users to collaborate together [27, 76]. However, enabling
multi-user interaction is challenging due to the large-scale data size
that increases overall latency and the need for effective protocols
that facilitate seamless interaction among AR-VR users.

We present MRMAC (Figure 1), a Mixed Reality Multi-user
Asymmetric Collaboration system that enables multiple remote users
to virtually teleport into a real-world task space to collaborate with
local users. Our work includes a design framework, key features
supporting multi-user protocols, and a novel client-server architec-
ture that facilitates asymmetrical telecollaboration for multiple AR
and VR users. We evaluated MRMAC’s effectiveness through a
user study (N = 36), comparing it with two baseline conditions:
conventional 2D and standard 360○ videoconferencing.

The contributions of this paper are as follows:

• A design concept and protocol for a multi-user asymmetric re-
mote collaboration system enabling bidirectional face-to-face
communication, high situational awareness, and synchronized
audio-visual communication among remote and local users.

• The MRMAC implementation, including a novel client-
server architecture enables asymmetric telecollaboration for
multiple AR and VR users with avatars, view controls, and
low-latency video and asset streaming with synchronization.

• A system evaluation and user study of MRMAC in multi-
user telecollaboration scenarios demonstrates its low-latency
synchronized communication for multiple AR and VR users.



Our user study also shows that MRMAC significantly outper-
forms two baseline conditions in terms of spatial and social
presence, usability, and remote collaboration performance.

2 RELATED WORK

2.1 Multi-user Collaboration in VR
Researchers have explored multi-user VR collaboration in various
settings, encompassing co-located, remote, and hybrid environ-
ments that involve both co-located and remote users. For instance,
DIVE [11] enabled users to engage in a shared 3D virtual world
while maintaining a high level of situational awareness. Systems
like MMVR [41] and mCLEV-R [42] have been applied across di-
verse domains, such as conferences, presentations, prototyping, and
design. Furthermore, collaboration in VR has also shown useful
in applications including communication and collaboration [71],
education and training [51], and therapeutic interventions [73].

Social VR platforms like Facebook Horizon [3], Metamor-
phic [43], and CocoVerse [23] have emerged as popular tools for
multi-user VR collaboration, allowing users to build, explore, social-
ize, and learn in virtual worlds. Systems such as TransceiVR [68]
have demonstrated the potential for synchronous interaction for both
co-located and remote users, allowing them to engage seamlessly.
Similarly, ShareVR [24] and CoVR [14] enable external observers to
independently view and interact with virtual environments through
projection or touch displays. However, multi-user VR collaboration
systems do exhibit certain limitations, including confinement to the
virtual task space, lack of awareness of users’ physical surroundings,
and low situational and contextual awareness [51].

2.2 Multi-user Collaboration in AR
AR collaboration provides a natural and immersive way for users
within a physical task space to engage with remote users [9, 77].
Multi-user AR collaboration, facilitating interaction between local
and remote users, has demonstrated its effectiveness in enhanc-
ing remote telepresence through video conferencing [34], train-
ing [70], and remote assistance [22, 28]. In addition, addressing
cross-platform multi-user synchronization issues [52] has helped
reduce spatial inconsistency and latency in remote multi-user AR
scenarios [53]. These advancements underline the potential of re-
mote AR collaboration for natural interactions and foster unique
collaborative opportunities.

Examples like AR2 Hockey [46] and AquaGauntlet [62] have
focused on aspects of social communication, enabling co-located
users to interact with virtual objects and characters. Lukosch et
al. [39] emphasize the significance of designing AR systems that
support natural interactions and enhance the collaborative experience.
Collaborative AR has shown to be useful across diverse application
domains, such as architectural and urban planning [6], education [4],
and online meetings [7]. CollabAR [37] focuses on handheld group
collaboration within a co-located environment.

However, while collaboration in VR provides remote awareness,
AR technology offers limited understanding from one side of the
collaboration [40]. Asymmetric setups that merge VR and AR
technologies aim to overcome these limitations by offering accurate
representations of remote users and the environment, resulting in a
higher sense of presence [55, 65].

2.3 Asymmetric Collaboration in MR
Asymmetric MR collaboration involves users taking on different
roles and locations within a collaborative task, utilizing different
device settings in the collaborative environment (host/guest) [18].
The asymmetric MR collaboration has been shown to be helpful
in remote collaboration in a physical task space, where a remote
VR user interacts with a local AR user using hand gestures [20, 48],
annotations [21], gaze [49, 69], virtual replicas of task objects [44],
haptics [50], and more [16,29]. Kiyokawa et al. [30] and Billinghurst

et al. [8] presented mixed-space asymmetric collaboration systems
allowing users to transition between AR and VR seamlessly. These
mixed perspectives have been helpful in various applications such
as engineering prototyping [13] and architectural design [26].

Live 360○ video is becoming popular for remote collaboration [31,
64]. Poly [32] mounted a 360○ panoramic camera on a backpack
monopod to show the wearer’s surroundings, allowing for real-time
remote collaboration on a 360○ panorama. Lee et al. [36] enable
hand gestures and real-time viewing of awareness cues in a 360○
panorama captured by a head-mounted camera.

Recent research has presented collaborative systems designed
for real-world environments [35, 55]. Various techniques have been
developed, including the procedural generation of virtual worlds
from 3D-reconstructed physical spaces [61]. Real-time, high-quality
3D reconstructions of physical spaces developed by Orts-Escolano
et al. [47], enable low-latency communication between remote users
as if they were co-present in the same physical space.

3 MRMAC DESIGN

We present a novel multi-user AR-VR asymmetric collaboration
system that supports multiple local and remote users, each with
distinct communication protocols and collaborative activities.

3.1 Asymmetric Telecollaboration System
The asymmetric setup is often employed in remote collaboration
scenarios due to variations in user roles, physical locations, and
the task environment. An AR-VR asymmetric telecollaboration
system facilitates distinct setups that combine AR and VR to enable
telecollaboration between local users (AR-Hosts) and remote users
(VR-Travelers). This system allows them to interact and collaborate
within a mixed reality collaboration (MRC) space [55], serving as a
remote meeting point where AR-Hosts and VR-Travelers interact in
real-time using verbal and visual cues. In a recent implementation of
the asymmetric telecollaboration system [55], the VR-Traveler gains
a sense of presence in the physical location of the AR-Host through
live streaming of 360○ video, while the AR-Host perceives the
remote users as 3D avatars through AR-HMD. While VR-Travelers
cannot physically interact with objects in the task space, they have
the ability to observe the remote physical environment in real-time
and use augmented visual cues to guide AR-Hosts. This guidance
enables AR-Hosts to make physical changes [13, 28]. Thus, the AR-
VR asymmetric system enhances communication and telepresence
for remote users, enabling more effective collaboration in physical
spaces compared to traditional video conferencing tools.

3.2 Multi-User Asymmetric Collaboration (MAC)
Multi-User Asymmetric Collaboration involves multiple individuals
working together on a task but with varying access, permissions, and
responsibilities. This paper extends AR-VR asymmetric telecollab-
oration to support multiple local and remote users collaborating in
real-world tasks. We provide synchronized verbal and visual com-
munication, enabling users to experience seamless collaboration as
if they are physically co-present in the same task space. To achieve
this, we focus on three key components.

Awareness: In AR-VR asymmetric telecollaboration, ensuring
accurate awareness cues for remote users is essential, as these users
are not physically present within the task space [33]. Examples of
such cues include panoramic views of the task space [55], multiple
3D avatar representations [74], and view sharing [17, 31].

Communication: Effective communication in remote collabora-
tion requires both verbal and visual cues [17]. Visual cues, such as
annotation, pointers, gaze, and hand movements, play a crucial role
in enabling remote users to compensate for their limited physical
access to the task space [2, 19].

Streaming and Synchronization: Further, we need to ensure
synchronized communication among multiple users with low-latency



network streaming and synchronization. This involves seamless
audio and video streaming across the network and synchronizing
devices and data to ensure a consistent user experience.

4 MRMAC IMPLEMENTATION

4.1 Architecture Overview
We present a novel client-server architecture to implement MRMAC
that addresses the three key design features outlined in section 3.2.
Our system provides communication and awareness cues, allowing
for synchronized asymmetric collaboration between an AR-Host site
and a VR-Traveler site.

AR-Host site: A 360○ camera captures an omnidirectional view
of the physical collaboration space. The 360○ camera and the camera
integrated into the AR-HMD live-stream to VR-Traveler sites and
blended visual cues from multiple users at the AR-Host site.

VR-Traveler site: VR-Travelers receive the live-streamed 360○
video from the local user, allowing them to immerse themselves in
the local user’s site through the live-streamed 360○ video displayed
in their VR HMDs. Their perspective views of the 360○ video and
visual cues are then shared with AR-Hosts and other VR-Travelers.
These VR-Travelers are represented as 3D avatars, communicating
and interacting with other users through visual cues.

The system architecture and data flow are illustrated in Figure 2.
Our solution is fully integrated into the networking environment and
implemented using the Unity 3D game engine with WebXR Exporter.
We used Google’s open-source Web Real-Time Communication
protocol (WebRTC) [38] for networking on a dedicated NodeJS
server that receives application requests over HTTP requests.

4.2 Awareness
MRMAC provides remote situational awareness by live streaming
360○ video of the local space, with augmented visual cues for remote
collaboration. It enhances multi-user presence and awareness by
supporting multiple 3D avatars and view sharing.

4.2.1 3D Avatars
Using 3D avatars to represent remote users is critical for enhancing
their co-presence and awareness in multi-user collaboration scenar-
ios (see Figure 1). However, controlling the movements of remote
avatars, positioning them within the MRC space, and preserving
their distinct identities present challenges.

Remote avatar control: VR-Travelers are represented by 3D
avatars, and their head and hand movements are captured using
HMDs and VR controllers. The tracked motion data is used to
animate the avatar using Inverse Kinematics (IK). Next, the posi-
tion and orientation of the VR controller are tracked to update the
corresponding IK goal, while finger motions are abstracted into
predefined gestures. Finally, the avatar’s position and rotation are
broadcasted and synced across all other user displays.

Avatar positioning: Placing multiple remote users’ avatars in the
center of the 360○ camera can cause issues where their avatars can
overlap, causing difficulties in identifying them during collaboration.
To address that, we position multiple avatars in a circle around the
camera’s center, placing each avatar at a different position along
this circular perimeter. The radius of the circle determines the dis-
tance from the camera, and the arrangement of the avatars follows a
clockwise order with a specified angular offset between each subse-
quent avatar. Note that the first VR-Traveler to join the session is
a special case, placed at the center camera position with no offset.
We experimentally define the radius as 2m and the angular offset
as 30 degrees. If the perimeter is at capacity with many avatars,
we generate a second perimeter with 1.5 times the radius distance
and continue the clockwise offset pattern. All remote users’ view
orientations are positioned at the center of the 360○ video, while

their avatar positions are visualized with an offset from the center.
The gap between the avatar position and the user’s view orientation
can potentially introduce false information, impacting communica-
tion. Therefore, in our experiments, we carefully selected an offset
sufficient to separate the avatars from each other while keeping it
small enough to ensure that this difference in positioning was not
noticeable to the participants.

Personalized avatar generation: The avatars were generated in
real-time using Ready Player Me 1 and the Headshot plugin 2, with
a Python wrapper to facilitate the process. Remote users took profile
pictures that were sent to our API, which generated personalized
avatar configurations based on parameters such as LOD, texture size,
mesh, and facial features.

4.2.2 View Sharing
The view-sharing feature allows collaborators to see each other’s
perspectives, which is helpful for discussing spatial distribution.
Both remote and local users can share their views through a picture-
in-picture (PiP) window displayed on a 2D plane. The PiP window
can be moved to any relative position and orientation to avoid head
movement interference.

4.3 Communication
4.3.1 Verbal cues
Voice chat features were implemented via audio streaming from
each HMD’s microphone to all collaborators, allowing remote and
local users to speak and communicate verbally in real-time. Spa-
tial audio features are utilized to effectively position sound within
the collaboration space by tracking remote users’ head and device
movements. Both AR-Host and VR-Traveler audio are captured
at a sampling rate of 44.1kHz and encoded using the OPUS voice
encoder. To prevent echo, audio played out of the HMD speaker is
removed from the signal captured by the microphones. The Magi-
cLeap Soundfield Audio Plugin for Unity is employed to implement
audio spatialization.

4.3.2 Visual cues
We integrated visual cues to enhance user communication and col-
laboration. We share three visual cues from the remote to the local
side (see Figure 3):

Annotation: We used hand tracking through VR controllers to
enable free-form 3D drawing annotations. To annotate, users create a
pointer that extends from the controller’s position to a plane surface,
generating a mesh object at the point of collision. This mesh object
serves as a canvas for drawing, and its position and orientation
are continuously updated in real time to match the movements of
the controller. Spatial alignment is not utilized for annotations, as
they are rendered at the VR user’s hand controller position when
being drawn. Annotations were not spatially aligned since they are
rendered at the position of the VR user’s hand controller when drawn.
As a result, annotations appear at VR users’ arm’s length.

3D pointer: The 3D pointer is added to indicate spatial targets
or points of interest within the 360○ video. This is implemented
by projecting a raycast from the remote user’s VR controller in the
direction it’s pointing. The direction of the pointer is determined by
the VR controller’s position and orientation. As the user moves their
VR controller, the pointer updates accordingly. Since each avatar has
offset compensation, we apply a corresponding offset to the base of
the pointer. This ensures that the 3D pointer remains anchored to the
avatar’s hand, even if the avatar’s position has been shifted. Then, a
raycast is projected from the adjusted position of the avatar’s hand to
the original location in the video that was pointed to by VR-Travelers

1https://readyplayer.me/
2https://www.reallusion.com/character-creator/headshot/
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Figure 2: MRMAC: Overview of the system architecture and the network data flow, demonstrating the mapping between each component.

from the center of the camera. This makes the tip of the 3D pointer
retain its initial intended position, regardless of any shifts in the
base due to avatar adjustments. To maintain the precision of placing
3D annotation into the 360○ video we approximate the real-world
environment with a ground plane (either placed on the floor or a flat
surface such as a table). This allows the pointer to intersect with the
plane. Users can point at real objects by pointing at the base of the
object - where the pointer will intersect the plane directly underneath
the object in the video. The surrounding walls are also geometrically
generated by manually setting a room size distance. We found this
simple geometric approximation was sufficient for pointing since
depth data were not available.

Hand gestures: VR-Travelers’ hand gestures are also tracked
using VR controllers, and their transformation is used to control
avatars’ 3D hands. The system also includes predefined gestures,
each corresponding to specific actions or poses that users can initiate
using their VR controllers.

To calibrate visual cues, we track the position and rotation of AR
users’ HMD in relation to the fixed 360○ camera. This provides
distance information between AR users and the camera, acting as a
reference point in the shared space. To maintain spatial consistency
during interactions such as pointing and annotating, we leverage this
tracking data along with avatar position and rotation offset to render
visual cues that align with the avatars. These aligned visual cues are
then displayed to VR-Travelers and AR-Hosts.

4.4 Streaming and Synchronization

Media stream data is transferred directly between connected peers,
and establishing a connection involves procedures to control commu-
nication and exchange metadata. The client manages media streams
and virtual and augmented objects; their properties are synchronized
over the network. The server is designed to distribute tracking data
to each user while keeping latency to a minimum. Figure 2 provides
an overview of the MRMAC system, including video streaming,
data exchange between the server and client, and managing and
distributing direct object manipulation.

Figure 3: Communication and awareness cues in MRMAC: Annota-
tion, 3D pointer, and avatar in collaborative environments.

4.4.1 Video and Audio Streaming

A 360○ camera mounted at eye level in the physical space captures
4K video and encodes it using OBS Studio. To stream the video,
we implemented the WebRTC SFU architecture using the Janus
WebRTC plugin for Unity that supports VP9 video and OPUS au-
dio codecs and is deployed on a local server. STUN and TURN
servers are also implemented to facilitate NAT and firewall traversal.
While direct peer-to-peer connections are the preferred option for
establishing communication between the server and Unity, some
network configurations may block such connections. STUN and
TURN servers allow for fallback options to establish connectivity.
We also implemented a relay service on the central signaling server
using the WebSocket protocol to enable bidirectional communica-
tion between the web client and the Unity application. While this
relay service allows for seamless communication between clients
and the server, it can introduce additional latency and reduce the
quality of the communication. Therefore, we prioritize establishing
direct peer-to-peer connections whenever possible and use the relay
service as a fallback option.

4.4.2 Virtual Assets Streaming

Non-media data is exchanged between clients using a Node.js 3

server with Socket.io 4, allowing for real-time annotation, avatar
movement, and other collaborative features. All associated metadata,
such as visual annotation cues, gaze cues, 3D avatar position, rota-
tion and pose, mapping and localization data, and tracking results
of the currently active view window, are passed through this central
media orchestration server. A REST API parses all requests from
a client, including identifying information such as the client ID,
the operation to be performed in the Unity scene, and any relevant
parameters needed to act. The actions performed by the users using
these interactive features are communicated to the Unity machine
by sending GET/POST requests.

4.4.3 Synchronization

Our synchronization techniques maintain a consistent state across
all connected devices to ensure seamless collaboration among mul-
tiple clients. This involves creating a new pair of threads for each
received client of a successful connection. A main server thread
handles all interactions between the client and the server during the
collaboration process. Whenever a user launches a drawing annota-
tion or pointers to any object, the system automatically connects to
all clients running on the same panel and synchronizes each change
in the position of objects and avatars with all connected clients. This

3https://nodejs.org/
4https://socket.io/



allows participants to see the avatar’s movement and annotation, not
just its final position. Absolute position and users’ motion tracking
are performed in the client application, with tracking data applied
to the client avatar and distributed to corresponding avatar copies in
the server and other clients’ applications.

5 SYSTEM EVALUATION

We evaluated the performance of MRMAC by breaking down each
component. We then assess the scalability of the system by ensur-
ing low-latency synchronized data streaming to support multi-user
telecollaboration. We measured the time it takes for changes to
appear in the VR/AR window after a user action. Data is recorded
when the 360○ video is first viewable on the local computer and
when viewed on the remote computer in Unity. We also used Unity
profiler tools to measure latency at different stages of the rendering
pipeline and within the AR/VR components.

5.1 System Setup
MRMAC was implemented using the Unity game engine (version
2019.4.17f1) and ran on a machine with an Intel Xeon W-2133
3.60GHz CPU, 16GB of RAM, and a GeForce RTX 2080 Ti GPU.
In the physical collaboration space, the AR-Hosts used AR HMDs
(Microsoft HoloLens 2) and a 360○ camera (Ricoh Theta Z1), which
was mounted approximately 1.7 meters above the floor level. The
remote VR-Travelers used VR-HMDs like the VIVE Pro 2 or Meta
Quest 2 to view the streamed environment (Figure 1).

5.2 System Evaluation Results
The performance metrics include the time taken in milliseconds for

360○ video capturing, 360○ video processing, encoding/decoding,
transmission, network latency, and Interaction Latency. We mea-
sured the latency in two parts: 1) we simulated an increasing number
of VR Travellers (from 1 to 15) with a fixed AR Host, and 2) we
fixed a VR Traveller and simulated an increasing number of AR
Hosts (from 1 to 15). The result is shown in Figure 4. As more local
and remote users were added, the latency rate remained relatively sta-
ble and linear in terms of data and interaction synchronization. Even
for 15 remote users, the network latency remains under 1 second
(650ms). Additionally, we conducted simulations with a scenario
involving four users, two local and two remote. Each measurement
was averaged over ten samples. Table 1 presents the average end-to-
end latency for each process. These results were consistent across
multiple measurements, with negligible standard deviations.

The average frame rate of MRMAC includes video streaming at
30 FPS, audio streaming at an average sampling rate of 44.1kHz, and
a rendering time of 60±10 FPS. The high frame rate and reduced
latency significantly improved audio and visual synchronization.
The setup was tested over a LAN wired with a 1 Gbps Cat6 Ethernet
cable. Both VR and AR users connected to the same network,
although AR users connected via the Archer WiFi 6 Router. The
average data transfer rate was measured at 16.45KBps (σ = .58). Of
this, 1.54KBps (σ = .31) is sent by the local user, and 3.76KBps
(σ = .16) by a remote user. The remaining 11.20 KBps (σ = .47)
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Figure 4: Scalability of MRMAC’s network latency as the number
of users (VR Travelers, AR Hosts) increases.

Table 1: System Performance Measurements

VR-Traveler AR-Host

360○ Video Capture 75ms ×

Encoding/Decoding 40ms 49ms
Network Transmission 110ms 78ms
Network Latency 120ms 117ms
Interaction Latency* 42ms 69ms

Total Latency 387ms 313ms

*Data related to annotation, 3D pointer, and avatars.

is for transmitting the low-res video stream (480p at 15fps using
the VP9 codec) from the remote user to the local user. Streaming
4K video average bandwidth was ∼ 4Mbps. To avoid complications
related to NAT, firewalls, and authentication, we tested the system on
a LAN connection. User authentication was outside the scope of the
current prototype. During the limited pilot test on a 5G hotspot, we
deployed the signaling server and WebRTC SFU on a remote server.
We found negligible performance differences, suggesting that our
implementation can also function effectively in more challenging
environments. Packet loss for 4K streaming was minimal (< 1%).
In WebRTC, 3 channels were established: OPUS-encoded audio,
VP9-encoded video, and raw data streams. An identification tag
is embedded in two 8× 8 pixel regions in the top left corner of
each image for synchronization. The displaced pixels and matching
identification tags were stored in the data packet.

6 USER STUDY

We conducted a user study (N = 36) to evaluate the key design
features: communication and awareness. We compared MRMAC to
two other experimental conditions: conventional 2D and standard
360-degree videoconferencing (Figure 5).

6.1 Design and Methodology
We employed a 3× 2 mixed factorial design, where participants
were assigned a role (between-subjects factor: local vs. remote) and
then experienced three distinct conditions (within-subjects factor:
C1 vs. C2 vs. C3) in random order. Each group consists of four
participants, two physically located together (AR-Hosts) and two
remotely located (VR-Travelers).

Experimental tasks: The experiment involves a collaborative
task using Lego bricks and dominoes. VR-Travelers guide AR-Hosts,
in constructing predetermined models. VR-Travelers have access
to a visual representation of the final model, while AR-Hosts can
only access the physical blocks, which are randomly placed. The
task involves searching for specific pieces, identifying their shapes,
colors, and dots, and assembling the model based on VR-Travelers’
guidance. The task is considered complete when both VR-Travelers
and AR-Hosts are satisfied with the final structure.

Experimental conditions and setup: Our study compares three
experimental conditions (Figure 5):

• C1. Conventional video with 2D annotation: Condition C1
represents the conventional video conferencing, using a 2D
camera (Logitech Brio) mounted on a desktop computer to
stream the task space and participants. Real-time communi-
cation occurs between VR-Travelers and AR-Hosts through
audio, video, and optional 2D annotations.

• C2. 360○ video without augmented visual cues: In this con-
dition, VR-Travelers wear VR headsets (VIVE Pro 2 or Meta
Quest 2) to view a 360○ video stream (Ricoh Theta Z1) of the
AR-Hosts space. On the other hand, AR-Hosts use a desktop
computer to view the perspective view of the VR-Travelers.
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Figure 5: Overview of the User Study.

Communication in C2 is limited to voice only, but the level
of immersion is higher than in C1, as VR-Travelers can freely
look around the local participant’s space, as in [15, 60].

• C3. 360○ video with augmented visual cues: Condition C3
is our MRMAC system. Real-time communication and in-
teraction occur through audio, gestures, 3D pointer, and 3D
annotations.

To maintain consistency and fair comparison, conditions C1 and
C2 were implemented by varying the capture device and interaction
options in the MRMAC.

Measures and Hypotheses: We evaluate the effectiveness of
participants’ communication and awareness of remote collabora-
tion by considering key factors including spatial presence, social
presence, usability, task performance, and user preference. Spatial
presence was assessed using the 14-item iGroup Presence Ques-
tionnaire (IPQ [59]) with four subscales: General Presence (GP),
Realism (RL), Involvement (INV), and Spatial Presence (SP). For
social presence, we compiled a questionnaire with four subscales:
Behavioral Engagement (BE), Co-Presence(CP), Mutual Attention
(MA), and Mutual Understanding (MU); based on Biocca et al. [10],
Bale [5], and Hauber [25]. Usability was evaluated using the System
Usability Scale (SUS). Task performance was measured by task suc-
cess and logged completion times, while the NASA TLX was used to
evaluate subjective workload. In the post-experiment questionnaire,
participants were asked to rank their preferred condition under vari-
ous categories and provide qualitative feedback by answering open
questions. The following hypotheses were derived:

H1 Spatial presence and Social presence, particularly co-presence,
would be significantly higher in C3 than in C1 and C2.

H2 Both task completion time and workload would be lower in
condition C3 compared to C1 and C2.

H3 System usability would be significantly higher in condition C3
compared to C1 and C2.

H4 Participants would prefer condition C3 over C1 and C2.

Participants: We recruited 36 participants aged 18-81 years (µ =
30.83, σ = 14.10), with 17 males (47.2%) and 19 females (52.8%).
Among them, 20 (55.6%) identified as European, 10 (27.8%) as
Asian, 3 (8.3%) as Latin American, 2 (5.6%) as Polynesian, and 1
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Figure 6: Spatial Presence results ( C1 C2 C3).

did not disclose. Most participants, 27 (75%) reported English as
their primary language. Of the participants, 22 (61.1%) reported
no prior VR/AR experience. All participants reported normal or
corrected vision and hearing.

6.2 User Study Results
We assessed data normality using the Shapiro-Wilk test (α = 0.05).
For normally distributed data, a two-way mixed ANOVA was con-
ducted, followed by Tukey’s HSD post hoc test (α = 0.05). Non-
parametric analysis underwent a two-way mixed ANOVA with the
Aligned Rank Transformation (ART), including the ART-C proce-
dure [72]. All post hoc analyses applied a Holm-Bonferroni correc-
tion for multiple comparisons.

Spatial presence: Overall ratings for condition C3 were notably
higher in both local and remote roles (Remote: µ = 5.58, σ = 1.03;
Local: µ = 5.54, σ = 1.12) than in the other conditions. C3 also
had a higher overall IPQ score: C3: µ = 5.56, σ = 1.08 than C1:
µ = 4.29, σ = 1.05 and C2: µ = 4.70, σ = 1.01. Figure 6 shows
the average spatial presence rating. Significant main effects were
found among the conditions (GP: F2,68 = 19.30, p < .001; INV:
F2,176 = 27.58, p < .001; RL: F2,176 = 34.39, p < .001; SP: F2,500 =
56.79, p < .001). However, no significant effects were observed
on the user roles (GP: F1,34 = 0.35, p = .560; INV: F1,34 = 0.33,
p = .572; RL: F1,34 = 2.35, p = .135; SP: F1,34 = 2.75, p = .106)
or their interaction (GP: F2,68 = 2.11, p = .129; INV: F2,176 = 0.01,
p = .991; RL: F2,176 = 1.01, p = .367; SP: F2,500 = 0.49, p = .614).
Post hoc pairwise comparisons indicated a significant difference in
four subscales in all three conditions where C3 resulted in higher
scores across these factors compared to both C1 (GP, INV, RL, SP:
p< .0001) and C2 (GP: p= .0094, INV, RL, SP: p< .0001). Findings
suggest C3 resulted in significantly higher levels of immersion and
connectedness to the remote environment than C1 and C2.

Social Presence: The average social presence rating is shown
in Figure 7. We observed higher overall social presence ratings
for condition C3 (µ = 5.80, σ = 0.89) than C1(µ = 4.20, σ = 0.87)
and C2(µ = 4.84, σ = 0.84); also remote users rated slightly higher
than local users (Remote: µ = 5.81, σ = 0.89; Local: µ = 5.78,
σ = 0.89) but not statistically significant. Significant main effects
were found among the conditions (BE: F2,176 = 63.29, p < .001;
CP: F2,392 = 200.25, p < .001; MA: F2,284 = 89.26, p < .001; MU:
F2,176 = 35.68, p < .001). However, no significant effects were
found on the user roles (BE: F1,34 = 0.52, p = .475; CP: F1,34 = 0.97,
p = .330; MA: F1,34 = 0.08, p = .135; MU: F1,34 = 0.93, p = .339)
or their interaction (BE: F2,176 = 0.06, p = .936; CP: F2,392 = 0.70,
p = .495; MA: F2,284 = 1.57, p = .209; MU: F2,176 = 0.86, p = .421).
Post hoc pairwise comparisons indicated a significant difference in
four subscales in all three conditions where C3 resulted in higher



scores across these factors compared to both C1 (GP, INV, RL, SP:
p < .0001) and C2 (GP, INV, RL, SP: p < .0001). Findings suggest
that C3 led to a significant increase in participants’ social presence,
fostering a stronger sense of connection and engagement with others
compared to C1 and C2.
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Figure 7: Social Presence results ( C1 C2 C3).

Task Performance: The average task completion time for each of
the three conditions shown in Figure 9 (b) suggests that condition C3
had the fastest completion time (µ = 396.88, σ = 92.79). Bartlett’s
test suggested that the homogeneity assumption of variance was
met (χ2 = 1.148, p = 0.563). A One-Way ANOVA suggested that
task complexity was well-balanced (F2,24 = .48, p = .51) across the
three LEGO and Domino structures. Moreover, to control for the
potential influence of task order, we randomly assigned participants
to different conditions to randomly distribute any learning effect and
help reduce its impact. Figure 8 shows the task workload (mental
load, effort, frustration, and overall) result where C3 had a lower
overall score for both remote and local users (Remote: µ = 25.30,
σ = 12.08; Local: µ = 24.79, σ = 11.73). Significant main effects
were found in all three conditions (Mental: F2,68 = 13.54, p < .001,
Effort: F2,68 = 34.74, p < .001, Frustration: F2,68 = 19.43, p < .001,
Overall: F2,68 = 8.50, p < .001), with no significant differences
found between the roles or interaction effects. Pairwise comparisons
suggest C2 led to a relatively lower overall workload than C1 (p <
.001), while condition C3 resulted in the lowest perceived overall
workload than both C1 (p < .001) and C2 (p = .0004).

System Usability: Significant main effects observed among the
three conditions (F2,68 = 81.55, p < .001), with no significant dif-
ferences identified between roles (F1,34 = 0.51, p < .477). How-
ever significant interaction effects were found for conditions × role
(F2,68 = 3.73, p < .028). Post hoc pairwise comparisons showed sig-
nificant differences between each condition (C1, C2, C3) (p < .001,
p < .001, p < .001). The interaction effect between C1 and C2
was statistically significant (p = .018) suggesting that the effect
of the C1-C2 factor varies between roles. Figure 9(a) shows the
average SUS score for each condition and role. Participants in
the C3 provided significantly higher ratings (Local: µ = 84.44,
σ = 7.50; Remote: µ = 85.83, σ = 7.02) compared to the C2 (Lo-
cal: µ = 75.27, σ = 9.62; Remote: µ = 72.36, σ = 8.33) and the C1
(Local: µ = 58.47, σ = 8.00; Remote: µ = 64.02, σ = 8.83). The
mean SUS score in the C3 condition was above 85, indicating an
“excellent” level of usability. On the other hand, in the C2 and C1,
both roles were at “good” and “poor” levels, respectively.

User Preferences: User preferences result is shown in Figure 10.
Most of the participants ranked the C3 condition as their preferred
choice. To assess participants’ preferences across various conditions,
both AR and VR were considered together, as there were no signifi-
cant differences found among roles. A Friedman test was conducted
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Figure 8: NASA-TLX score results (0: low workload - 100: high
workload; lower scores are better). ( C1 C2 C3).

**
***

**

**
***

*

40

60

80

100

remote user local user
(a)

SU
S 

Sc
or

e

200

300

400

500

600

C1 C2 C3
(b)

Ti
m

e 
(s

ec
on

ds
)

Figure 9: SUS results and task completion time. C1 C2 C3

to examine the differences in rankings (R1, R2, R3) across the three
conditions. The test revealed a significant difference in rankings
(χ2(2) = 24.6, p < .001). The effect size, as measured by Kendall’s
W, was 0.467, indicating a moderate effect. To further investigate
pairwise differences, Wilcoxon signed-rank tests were performed.
The results indicated that for Q1, there was a significant difference
between Condition C1 and C2 (Z = -0.323, p = .747, r = .066),
suggesting a small effect size. Similarly, a significant difference
was found between Condition C2 and C3 (Z = -1.060, p = .289, r
= .216), with a small to medium effect size for Q2. For Q3, most
participants preferred to use Condition C2 and C3 over Condition
C1. However, the effect sizes for the pairwise comparisons were
small to medium, suggesting that the practical significance of these
differences might be limited. Moreover, a significant difference was
observed for Q4, between C1 and C3 (Z = -1.034, p = .129, r = .065),
with an effect size of medium. For Q5, the significant differences
observed between the conditions indicate a preference hierarchy,
with C3 being the most preferred, followed by C2 and C1.

7 DISCUSSION

This paper showcases the first working system that supports multi-
user mixed reality telecollaboration in an asymmetric setup with low
latency data synchronization. Therefore, we were unable to conduct
side-by-side system performance comparisons with prior works that
only supported one-to-one collaboration scenarios [48, 49, 55, 64].

System Performance: MRMAC achieved a total latency of
345ms for a mixed-reality asymmetric collaboration involving four
users (two local AR-Hosts and two remote VR-Travelers). The net-
working transmission and latency accounted for 66.6% of the time
(230ms), while the remaining processing time, including video cap-
turing and data encoding/decoding, was less than 115ms. The overall
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Figure 10: Users ranked the three conditions based on preference for presence, partner presence, fun, task support, and overall preference
(Q1-Q5). Rank1 Rank2 Rank3 (Rank1 = most preferred rank, and C3 = MRMAC).

performance can be further improved through software optimiza-
tion and advanced network infrastructure with higher bandwidth.
However, our prototype shows promising results given that human
participants typically perceive conversations as synchronized when
the latency is below 250ms [12]. Furthermore, MRMAC demon-
strated strong scalability in accommodating up to 15 remote users
with a single local user in a simulated experiment while maintain-
ing network latency of less than 250ms with up to 8 remote users.
Notably, the 360○ video capturing and encoding/decoding times re-
mained consistent across varying numbers of users. With high frame
rate audio (44.1 KHz), video (30FPS), and mixed reality rendering
(60FPS), MRMAC is well-suited for a wide range of applications
with varying numbers of users and devices.

User Study: Our study shows that MRMAC (C3) improves col-
laboration in a multiuser MR remote collaboration compared to
C2 and C1. Our first hypothesis was that users would experience
significantly higher spatial and social presence in condition C3 com-
pared to the other two baseline conditions. The experimental results
support this hypothesis, as C3 had a higher score on the overall
IPQ and spatial presence subscales compared to C1 and C2. This
indicates that differences in communication and awareness cues in
each condition likely contributed to these variations, thus supporting
our hypothesis H1. Participants in C3 reported increased social pres-
ence compared to C1 and C2, reinforcing our hypothesis H1. The
use of shared workspaces in C3 allowed users to interact with each
other’s avatars, fostering a stronger sense of social presence. View
sharing also enabled participants to see where other participants
were looking, creating a more natural and engaging collaborative
environment, thereby enhancing social presence. Participants in C3
also completed tasks more quickly than those in C1 and C2, imply-
ing that C3’s additional features facilitated smoother interactions
and more efficient task execution, supporting H2. Our findings also
support H3, indicating that system usability was significantly higher
in C3 than in C1 and C2. The mean SUS scores indicate that users
preferred the comprehensive feature set in MRMAC, including 360○
video, annotations, and visual cues. Feedback from participants
supports our fourth hypothesis regarding participants’ preference for
C3 over C1 and C3. Out of 36 participants, 25 ranked C3 higher
across Q1-Q5, with 29 out of 36 participants ranking C3 as their
preferred condition overall. This strongly supports H4, indicating
that C3 is the most preferred option.

Feedback and Observations: The findings of our study revealed
favorable outcomes concerning the system performance and usability
of MRMAC. Notably, eye contact and gestures held particular signif-
icance in guiding attention and expressing intentions. While vocal
and verbal communication proved to be crucial, non-verbal cues also
played a significant role. In some cases, one co-located participant
understood the instruction faster and guided their counterpart. For
communication between VR-Travelers, avatar representation helped
spatial awareness and natural communication: “[...] live-streaming
the physical environment and blending 3D virtual assets really amps
up the collaboration experience”. Spatial audio, like in AR, was
essential for VR users to facilitate communication. Visual cues

in VR were also crucial for guiding attention to specific areas or
objects: “[...] it feels like we’re all in the same room. I can hear
everyone’s voices coming from different directions, it even more
realistic”. Voice communication was equally crucial for VR pairs to
discuss problems and coordinate actions in real-time.

Limitations and Future Works: The number of collaborators
per group in the user study was limited to four (two local and two
remote) due to space, equipment, and time constraints, which pre-
vented us from testing with larger groups. Although we have made
efforts to minimize latency, this can be improved for larger col-
laboration scenarios. Furthermore, while compression standards
offer extensions that can reduce the overall bandwidth, these ex-
tensions are primarily designed for camera arrays and do not have
real-time encoding implementations. Adapting these extensions to
incorporate contextual knowledge about the location and movement
of participants could enhance the system’s ability to handle band-
width limitations and improve overall performance. Finally, while
our system provides high audio-visual fidelity for remote collabo-
ration using 360○ video, the lack of depth perception may hinder
certain collaborative tasks that require precise spatial understanding
or mixed-reality collision handling.

Although we positioned multiple avatars using circular offset, it
has limitations to accommodate many users in the large space. Mul-
tiple 360○ cameras will cover the wide area while providing space
for larger groups. Exploring optimal positioning between avatars
and cameras can also be explored. We also aim to enable depth
streaming for better spatial understanding and 6-DoF movement.

8 CONCLUSION

We presented MRMAC, a novel Mixed Reality Multi-user Asym-
metric Collaboration system combining live-streaming 360○ video
with mixed-reality displays. We assessed our system by conducting
performance evaluations and user studies. The performance results
showcased the technical capabilities of the system, including high
frame rates, low latency, and scalability. In contrast, the user study
results demonstrated MRMAC’s effectiveness in enhancing commu-
nication and awareness, while also inducing a higher level of spatial
and social presence among participants in mixed-reality environ-
ments. Furthermore, our findings revealed that the system reduced
the difficulty of collaborative work, leading to a lower workload and
enabling participants to perform more efficiently.

MRMAC showed strong potential in addressing the needs of
multi-user asymmetric remote collaboration by enabling an interac-
tive, cross-device communication platform. We believe the design
implications of our work will help improve video conferencing
software by incorporating telepresence and virtual teleportation ele-
ments, producing a better user experience for mixed-reality multi-
user asymmetric collaboration.
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